
Estimation, Suppression and Optimization of
Impulses in Digital Imagery

Thesis submitted for the Degree of Doctor of Philosophy
(Engineering) in the Faculty of Engineering, Technology and

Management, University of Kalyani

By

Somnath Mukhopadhyay

Under the Supervision of

Prof. Jyotsna Kumar Mandal

Department of Computer Science and Engineering
University of Kalyani

Kalyani, West Bengal, India

October, 2014





iii

To My Beloved Sana





v

Copyright (c) 2014, by the author(s).
All rights reserved.

Permission to make digital or hard copies of all or part of this thesis work for personal or
classroom use is granted without fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, to republish, to post on servers or to redistribute to lists,
requires prior specific permission.





 

Website: http://jkmandal.com, www.klyuniv.ac.in 

Kalyani-741235, Nadia 

West Bengal, India 

Phone: (033) 25809617 (O) 

Mobile: +91- 9434352214 

e-mail: jkm.cse@gmail.com 

 

Univers i ty  o f  Kalyani   
FACULTY OF ENGINEERING, TECHNOLOGY & MANAGEMENT 

 

Prof.(Dr.) J. K. Mandal 
PROFESSOR 
DEPT. OF CSE, FACULTY OF ENGINEERING,  
TECHNOLOGY & MANAGEMENT 
UNIVERSITY OF KALYANI 
 
  

 

Certificate 
 

This is to certify that the thesis entitled “ESTIMATION, SUPPRESSION AND OPTIMIZATION OF 

IMPULSES IN DIGITAL IMAGERY” submitted by Mr. Somnath Mukhopadhyay, who got his name 

registered on 30.05.2012 (Ref. No: Ph.D/Regn. /N.Rgl./Eg-35/Com.Sc./SM/2012 dated July 25, 2012) for the 

award of Ph.D. (Engineering) degree of the University of Kalyani is absolutely based upon his own work under 

my supervision and that neither his thesis nor any part of the thesis has been submitted for any degree or 

diploma or any other academic award anywhere before. I recommend that Mr. Somnath Mukhopadhyay has 

fulfilled all the requirements according to rules of this University regarding the work embodied in this thesis. 

 
 
 
 

 

 

 

                                                                                                   (Dr. Jyotsna Kumar Mandal) 
Date:                                                                                                          Professor, 
Place: Kalyani                                                   Department of Computer Science and Engineering, 
                    University of Kalyani, 
                     Kalyani, India 

 





ix

Acknowledgment
A research work is not an obligation done by one person toward a predetermined and

specific goal. Rather, it is a realization conducted from many elements, some administered
directly and others indirectly, to the planning and implementation of a long-term effort. Such
a project requires hard work, perseverance and dedication, and above all a lot of supports,
as only teamwork can make good better and better best. This work has been carried out
as a university research scholar in without fellowship basis in the department of computer
science of the University of Kalyani, India.

First, I would like to express my sincere gratitude to Dr. J. K. Mandal of Computer
Science and Engineering Department of University of Kalyani for his careful supervision of
my doctoral thesis and for all his support from the very beginning right after the thesis idea
was conceived. He was always available with new ideas, advises and suggestions during the
difficult phases of the thesis work. I would also thankful and express my indebtedness to all
the reporters, examiners and jury members of the thesis for accepting to review this report
and for their careful evaluation of the thesis presentation.

I would like to express my thanks and gratitude to Dr. Tandra Pal of Department of
Computer Science and Engineering of National Institute of Technology, Durgapur for guiding
and advising me very sincerely by giving different ideas on the thesis work which has led to
the betterment of the result.

This auspicious occasion gives me a wonderful opportunity and great pleasure to ex-
press my thanks to Dr. Anirban Mukhopadhyay of University of Kalyani and Prof. Sripati
Mukhopadhyay of University of Burdwan for motivating me to work in the field of research.
Also, I render my respect to Mrs. Shyamali Mandal for giving her support and help all the
way.

I am thankful and have pleasure to express my deep friendship to all the scholars of the
department of Computer Science and Engineering that supported my work and entertained
me with love; that helped me a lot to progress rapidly in my work on daily basis.

I would like to express my thanks to Prof. Paramartha Dutta of Viswa Bharti University,
Computer Science and Engineering department for supporting me by giving different ideas
on the thesis work which has led to the betterment of the result. I am very much grateful
to him for his support.

I would also like to thank my closed friends Rudra Narayan Mazumdar and Tamal Dev
for supporting and motivating me a lot throughout the research work since 2009.

Last but not the least, before going to the implementation detail, I would like to express
all my sincere love to my brother like, Dr. Kartick Chandra Mandal, Assistant Professor
of Computer Science and Engineering, Jadavpur University, India, for his valuable advises,
guidance and unending support right from the beginning. I have no word to express my



x

gratitude for his constant motivation and inspiration.
Also a lot of thanks and love to my mother, my brother, my wife and all my family

members who always have supported me in every possible way. I will always be thankful for
their love and confidence on me, which has constantly motivated me to work healthy and
happily. I sincerely appreciate all their love, support and confidence that made this work
possible.

So, right at the end I would like to express my apologies to those whose names I have
missed out to mention.

Somnath Mukhopadhyay



Abbreviations

ANDWP All Neighbor Directional Weighted Pixels

ACWM Adaptive Center Weighted Median Filter

ATPRO Adaptive Two Pass Rank Order

BTS Binary Tournament Selection

BDND Boundary Discriminative Noise Detection

CWM Center Weighted Median Filter

DIP Digital Image Processing

DSP Digital Signal Processing

DPSO Different length Particle Swarm Optimization

DWM Directional Weighted Median

DWMD Directional Weighted Minimum Deviation

DFT Discrete Fourier Transform

DWT Discrete Wavelet Transform

EA Evolutionary Algorithm

EC Evolutionary Computation

EDBA Efficient Decision Based Algorithm

EIE Evolutionary Image Enhancement

EPR Edge Preserving Restoration

FF Fuzzy Filter

FSMF Fuzzy Switching Median Filter

FPSO Fixed length Particle Swarm Optimization



xii

FBDA Fuzzy Based Decision Algorithm

GA Genetic Algorithm

GASIR Genetic Algorithm based Sub-Image Restoration

GANDFS Genetic Algorithm based Noise Detection and Filtering Scheme

IDN Image De Noising

IDBA Improved efficient Decision-Based Algorithm

ID Impulse Detector

IF Image Fidelity

IDFT Inverse Discrete Fourier Transform

ITR Iteration, Threshold and decreasing Rate of threshold in each iteration

MWB Modified Weighted Based

MAD Median of the Absolute Deviations from the median

SIR Sub-Image Restoration

SM Standard Median

MDWMF Modified Directional Weighted Median Filter

MF Miss and False

MSM Multi State Median

MRDH Median Rational Hybrid Filter

MDWMF Modified Directional Weighted Median Based Filter

MWB Modified Weighted Based Filter

NFF Neuro Fuzzy Filter

PDF Probability Density Function

PSP Percentage of Spoiled Pixels

PSO Particle Swarm Optimization



xiii

PSOSIR Particle Swarm Optimization based Sub-Image Restoration

PWMAD Pixel Wise modifications of the MAD

PSM Progressive Switching median

PMF Partition based Median Filter

PVF Peak and Valley Filter

PSNR Peak Signal to Noise Ratio

RVIN Random Valued impulse Noise

RVINGA Random Valued Impulse Noise using GA

RVINPSO Random Valued Impulse Noise using PSO

SPN Salt and Pepper Noise

SD-ROM Signal Dependent Rank Ordered Mean

SI Swarm Intelligence

SMF Switching Median Filter

SNR Signal to Noise Ratio

SODM Second Ordered Difference based Median

SODM Second Order Difference based Median filter

TSM Tri State Median

TBF Threshold Boolean filter

UC Uniform Crossover

VMM Variable Mask Median

WMF Weighted Median Filter

WM Weighted Median





Notations

Symbol Significance
Mathematical operators :
6= Inequality
≥ Greater than or equal to
≤ Less than or equal to
Set theory operators :
∈ Membership
/∈ Absence of membership
⊂ Subset inclusion
⊆ Subset inclusion or equality
* Not a proper subset⋃

Generalized union⋂
Generalized intersection

∃ Existence
∀ Universality
Set and logic symbols :
∅ Null set
σ Standard deviation
ρ Set of pixels
λ Set of pixels
� Repetition operator
Σ Sum operator
µ Membership function
R Set of real
a Implication
ψ Learning factor
γ Connection function
Γ Closure operator





List of Publications

Journals
1. Mukhopadhyay, S., Mandal, J.K.: A Fuzzy Switching Median Filter of Impulses in Dig-

ital Imagery (FSMF). Circuits, Systems and Signal Processing, 33(2), pp.1-24 (2014),
Springer Science + Business Media New York. DOI 10.1007/s00034-014-9739-z

2. Mukhopadhyay, S., Mandal, J.K.: Denoising of digital images through PSO based pixel
classification. Central European Journal of Computer Science 3(4), pp.158-172 (2013),
Springer Vienna. DOI 10.2478/s13537-013-0111-3

3. Mandal J. K., Mukhopadhyay S.: A Novel Technique of Filtering High Random Val-
ued Impulse Noise and Optimization through Genetic Algorithm (HRVINGA). AMSE
Journal of Signal Processing and Pattern Recognition, France, Volume 55, Issue 2, No.
1-2, 2012, pp.37

4. Mandal J. K., Mukhopadhyay S.: Image Filtering using All Neighbor Directional
Weighted Pixels: Optimization using Particle Swarm Optimization. In Signal and
Image Processing: An International Journal (SIPIJ) Vol.2, No.4, pp. 187-200, Decem-
ber 2011, Academy and Industry Research Collaboration Center (AIRCC)

5. Mukhopadhyay, S., Mandal, J.K.: Image Denoising based on Sub-image Restoration
through Threshold Optimization. accepted in International Journal of Computational
Intelligence Studies (IJCIStudies), Inderscience Publishers, Geneva, Switzerland

Book Chapters
6. Mandal J. K., Mukhopadhyay S.: Adaptive Median Filtering based on Unsupervised

Classification of Pixels. (Handbook of Research on Computational Intelligence for
Engineering, Science and Business, IGI Global, 701 E. Chocolate Ave., Hershey, PA
17033, USA)

International Conferences
7. Mandal J. K., Mukhopadhyay S.: A Novel Directional Weighted Minimum Deviation

(DWMD) based Filter for Removal of Random-Valued Impulses in Digital Images.
International Conference on Computing and Systems (ICCS 2010), pp. 214-220, Bur-
dwan University, India, November 2010



xviii

8. Mandal J. K., Mukhopadhyay S.: A Novel Technique for Removal of Random Val-
ued Impulse Noise using All Neighbor Directional Weighted Pixels (ANDWP). Inter-
national Conference on Advances in Parallel, Distributed Computing: Communica-
tions in Computer and Information Science (CCIS), Springer, vol. 203, pp. 102-111,
Tirunelveli, Tamil Nadu, India, September 2011

9. Mandal J. K., Mukhopadhyay S.: GA based Denoising of Impulses (GADI). 10th In-
ternational Conference on Computer Information Systems and Industrial Management
Applications (CISIM 2011), Springer CCIS, vol. 245, pp. 212-220, Calcutta University,
India, December 2011

10. Mandal J. K., Mukhopadhyay S.: A Novel Technique for Removal of Random Val-
ued Impulses using Variable Mask Median Filter (VMM). International Symposium on
Electronic System Design (ISED 2011), IEEE Computer Society, pp. 302-306, Decem-
ber 2011, Kochi, India

11. Mandal J. K., Mukhopadhyay S.: Edge Preserving Restoration of Random Valued Im-
pulse Noises in Digital Images (EPRRVIN). International Conference on Recent Trends
in Information Systems (ReTIS-11), IEEE Calcutta Section, pp. 309-314, Jadavpur
University, India

12. Mandal J. K., Mukhopadhyay S.: PSO based Edge Keeping Suppression of Impulses
in Digital Imagery. Proceedings of the International Conference on Information Sys-
tems Design and Intelligent Applications 2012 (INDIA 2012), Visakhapatnam, India,
January 2012: Springer AISC, vol.132, pp. 395-403

13. Mukhopadhyay, S., Mandal J. K.: Wavelet based Denoising of Medical Images using
Sub-band Adaptive Thresholding through Genetic Algorithm. Procedia Technology,
Elsevier Ltd., 10(0), pp.680-689 (2013). First International Conference on Compu-
tational Intelligence: Modeling Techniques and Applications (CIMTA), University of
Kalyani, India, 2013

14. Mukhopadhyay, S., Mandal, P., Pal, T., Mandal J. K.: Image Clustering based on Dif-
ferent length Particle Swarm Optimization (DPSO), accepted In International Con-
ference on Frontiers of Intelligent Computing: Theory and applications (FICTA) 2014,
Springer AISC, Bhubaneswar, India



Publication Indexing Database

The list of publications are indexed/abstracted in the following Databases which are mentioned
in the following table serially.

Publication Serial No. Database
1 SCI, SCOPUS, INSPEC, ACM Digital Li-

brary, Gale, SCImago, Google Scholar etc.,
2 DBLP, Zentralblatt Math, OCLC, Summon

by ProQuest, Google Scholar etc.,
3 SCOPUS, IEEE-INSPECT, Elsevier BV, In-

stitute for Scientific Information etc.,
4 DBLP, ProQuest, EBSCO, Scribd, Google

Scholar etc.,
5 Academic OneFile (Gale), ACM Digital Li-

brary, Expanded Academic ASAP (Gale), In-
spec.,

6 Thomson Reuters, SCOPUS, DBLP, Com-
pendex, PsycINFO, INSPEC, Cabell etc.,

7 DBLP, Google Scholar etc.,
8 SCOPUS, SCImago etc.,
9 SCOPUS, DBLP etc.,
10 SCOPUS, SCImago etc.,
11 SCOPUS, SCImago, DBLP etc.,
12 SCOPUS, Google Scholar etc.,
13 SCOPUS, INSPEC, Google Scholar, ACM

Digital Library, Gale, SCImago etc.,
14 ISI Proceedings, DBLP, Ulrich’s, EI-

Compendex, SCOPUS, Zentralblatt Math,
MetaPress etc.,

Table 1: Indexing Database of Publications





List of Presentations

International Conferences
1. Mandal J. K., Mukhopadhyay S.: A Novel Directional Weighted Minimum Deviation

(DWMD) based Filter for Removal of Random-Valued Impulses in Digital Images.
International Conference on Computing and Systems (ICCS 2010), pp. 214-220, Bur-
dwan University, India, November 2010

2. Mandal J. K., Mukhopadhyay S.: GA based Denoising of Impulses (GADI). 10th In-
ternational Conference on Computer Information Systems and Industrial Management
Applications (CISIM 2011), Springer CCIS, vol. 245, pp. 212-220, Calcutta University,
India, December 2011

3. Mandal J. K., Mukhopadhyay S.: A Novel Technique for Removal of Random Val-
ued Impulses using Variable Mask Median Filter (VMM). International Symposium on
Electronic System Design (ISED 2011), IEEE Computer Society, pp. 302-306, Decem-
ber 2011, Kochi, India

4. Mandal J. K., Mukhopadhyay S.: Edge Preserving Restoration of Random Valued Im-
pulse Noises in Digital Images (EPRRVIN). International Conference on Recent Trends
in Information Systems (ReTIS-11), IEEE Calcutta Section, pp. 309-314, Jadavpur
University, India

5. Mandal J. K., Mukhopadhyay S.: PSO based Edge Keeping Suppression of Impulses
in Digital Imagery. Proceedings of the International Conference on Information Sys-
tems Design and Intelligent Applications 2012 (INDIA 2012), Visakhapatnam, India,
January 2012: Springer AISC, vol.132, pp. 395-403

6. Mukhopadhyay, S., Mandal J. K.: Wavelet based Denoising of Medical Images using
Sub-band Adaptive Thresholding through Genetic Algorithm. Procedia Technology,
Elsevier Ltd., 10(0), pp.680-689 (2013). First International Conference on Compu-
tational Intelligence: Modeling Techniques and Applications (CIMTA), University of
Kalyani, India, 2013





Abstract

Digital image processing plays a vital role in various applications like medical, satellite, un-
derwater, robot vision, etc. Image denoising is the primary preprocessing to almost all image
analysts since impulse noise is an unwanted signal that mixed with the original signal in
different situations, such as during image acquisition, storage and transmission. There are
various types of impulses based on their characteristics and way of combining with the orig-
inal signal. One of the most important impulse type is Salt and Pepper noise (SPN) which
degrades the digital image by replacing some pixels with maximum or minimum gray value
of the image. Random Valued noise (RVN) replaces some pixels with random value of the
intensity range of the digital image. Generally medical images have poor contrast and several
types of noises. The suppression of noise in medical images corrupted by mixed Gaussian and
Poisson noise is a major issue in diverse image processing and computer vision problems.

In the thesis, novel approaches for digital and medical image denoising have been pro-
posed. The problem of image denoising is categorized into two major parts, first one is the
denoising of digital images in spatial domain and the other one is denoising the medical
images in frequency domain. All the algorithms proposed here are two-step method for noise
detection and filtering operations. In the spatial domain, the impulse noises are suppressed,
estimated and optimized by the proposed algorithms. In frequency domain based filtering the
noisy medical images are restored. A set of five algorithms are proposed for suppressing the
noises in the digital images which are based on simple statistical and mathematical operations.
Those techniques are directional weighted minimum deviation (DWMD) filter, all neighbor
directional weighted pixels (ANDWP) based filter, variable mask median filter (VMM), edge
preserving restoration (EPR) filter and sub-image restoration (SIR) based filter. These five
algorithms use three user parameters such as the number of iterations (I), threshold value (T)
and decreasing rate of threshold value in each iteration (R). Those parameters can be tuned to
get the optimal solutions by the proposed algorithms. Two recent stochastic and randomized
search algorithms such as Genetic algorithm (GA) and Particle Swarm Optimization (PSO)
based optimizations of the noise filtering operators are performed. Here GA and PSO based
optimization techniques are proposed to search the optimal values of the three parameters for
which global optimal solutions are obtained. An adaptive median filter is proposed for de-
noising of digital images. In this technique, the noise density is estimated towards suggesting
an empirical window for noise detection and filtering operations. Fixed and different length
particle swarm optimization algorithm based image clustering techniques are devised for the
image denoising purpose. A fuzzy switching median filter is also proposed for denoising the
impulses in the digital images. In the frequency domain, two dimensional discrete wavelet
transformation based image denoising has been done on the medical images.
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In the DWMD and ANDWP filters, the random valued impulse noise is detected and
filtered on each 5 × 5 window where the center pixel of the window is under consideration.
The ANDWP filter considers all pixels in the 5 × 5 window for noise detection and filtering.
The center pixel is classified as noisy or noise-free based on simple arithmetic and statistical
operations. If the center pixel of the 5 × 5 window is detected as noisy then it is restored by
a standard deviation filter. In detection step, simple arithmetic operations are performed on
the neighboring pixels to classify the center pixel of the test window. During restoration, the
proposed operator filters only the noisy pixels based on minimum variance of four directional
pixels.

Variable mask median filtering (VMM) has been proposed for denoising the digital images
which are corrupted by random valued impulse noises. The detection of noisy pixels is done
using variable weights of all neighbor directional pixels using 5 × 5 mask. The operator
performs simple arithmetic absolute differences along with some other arithmetic operations
on the pixels aligned in the four directions with the center pixel to classify test pixel. For
noise filtering, an improved median based filtering technique has been proposed which uses
variable mask consisting of nine and twenty five pixels respectively. Certain pixels in the 3
× 3 window are selected prior to compute median operation. Three user supplied parameters
are varied in a wide range to obtain the optimal results.

The edge preserving restoration (EPR) filter is proposed to remove random valued impulse
noise from the digital images, a novel two step method has been proposed. The first step is
to classify whether the center pixel in the 5 × 5 window is noisy or not, which is done using
all neighbor directional weighted pixels in a 5 × 5 mask. The proposed algorithm performs
arithmetic absolute differences on the pixels aligned in the four directions with the center
pixel. On detection of noisy pixels an advance median filter has been proposed for restoration
of noisy pixel where a variable window consisting of 3 × 3 and 5 × 5 respectively have been
used. To optimize the results, a three dimensional search space has been used on user supplied
parameters in a wide range.

In sub-image restoration (SIR) based filter, the detection and filtering of impulses in
digital images have been done through median filtering technique. The noisy image is logically
partitioned into 5 × 5 sub images. Two restored versions are generated through proposed
technique using 3 × 3 and 5 × 5 masks separately of which better one in terms of PSNR
(dB) is chosen. The proposed detection method is based on all neighbor directional pixels.
The absolute differences between each of four directional pixels with the center pixel are
calculated for detection. The filtering is based on weighted median approach. Among the
four directions, positive weights are assigned to the direction containing minimum standard
deviation considering the fact that they have more intensity value similarities. Thus certain
pixels are selected for median filtering. The median value replaces the center pixel to restore
it.
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Three user parameters such as the number of iterations (I), threshold value (T) and
decreasing rate of threshold value in each iteration (R) of the algorithms are searched in a
three dimensional search space. The first parameter of the algorithm is number of iterations
(I) which is varied in a wide range to get the optimal restoration results. The most important
parameter which is used in the noise detection rule is the Threshold (T) value. Depending
upon the value of the threshold any pixel in the image is classified as noisy or noise free.
Lastly, in each iteration, the threshold value is decreased by a multiplying factor as generation
wise the noise density is decreased by an amount. These three most relevant parameters are
searched in a wide range to get the optimal restoration results. Two optimization algorithms
which are stochastic and randomized in nature are used for optimization of the noise removal
operators. Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) techniques
based optimization algorithms are proposed here.

The noise density of any digital image should be estimated first before the denoising
algorithm works. The K-Means based noise density estimation towards image denoising is
done in this technique. This method deals with a novel approach which aims at detection and
filtering of impulses in digital images through clustering of pixels. This approach coagulates
directional weighted median filtering with clustering based adaptive window selection toward
detection and filtering of impulses in digital images. In this technique, noise density of any
digital image is estimated first then an empirical window size is suggested for noise detection
and filtering operations. Adaptive median filtering approach has been proposed to obtain best
possible restoration results.

The image clustering towards image denoising technique has been proposed to suppress
the digital images corrupted by two types of impulse noises. This method proposes a de-
noising method where the detection and filtering is based on clustering of image pixels. The
noisy image is grouped into subsets of pixels with respect to their intensity values and spatial
distances. A novel Euclidean distance function has been proposed in this clustering algo-
rithm. Using a novel fitness function the image pixels are classified using the fixed length
and different length Particle Swarm Optimization (PSO) techniques. The distance function
measured similarity/dissimilarity among pixels using not only the intensity values, but also
the positions of the pixels.

The fuzzy switching median filter aims at detection and filtering of impulse noises from
digital images. Two types of noise models are used to obtain the noisy images. In this two-
step process, the noise-free pixels are remained unchanged. The proposed detection algorithm
uses 5 × 5 window, based on all neighboring pixels on the center of the window of a noisy
pixel. Two weighted median filters are devised, and a particular one is applied selectively
to the noisy pixel based on the characteristics of the neighboring pixels within the window.
Instead of a single threshold, two threshold values are used in the proposed fuzzy membership
function to partition the noise level, and accordingly, a filtering method is applied to restore
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the corrupted pixel.
In frequency domain based image denoising, a sub-band adaptive wavelet thresholding is

done to denoise the medical images. This algorithm proposed a denoising method of medical
images through thresholding and optimization using Genetic Algorithm (GA). The noisy
image is partitioned into fixed sized blocks and then transformed it into wavelet domain.
Some important parameters of the two dimensional discrete wavelet transformation such as
the decomposition level and the threshold value are searched and optimized in a wide range
in the proposed technique. The Bayesian shrinkage method has been selected for thresholding
based of its sub band dependency property.

Experimental results and discussions show the performances of the different algorithms of
image denoising and compare them to others state-of-the-art algorithms for noise estimation,
suppression and optimization of the proposed operators. The efficiency of the algorithms have
been tested using standard images on applying several types noise models such as Salt-and-
Pepper noise, Random Valued noise, Poisson and Gaussian noises. The noisy images are
generated by applying the noise models with 10 % to 100% density. On analysis, it is seen
that for all types of noise models, the proposed algorithms perform excellent in terms of PSNR
(dB), Image Enhancement Factor (IEF), Structure Similarity Index Measure (SSIM) and vi-
sual effects. It has been established through experimental analysis that the proposed operators
give excellent restoration results compared to conventional operators, such as standard me-
dian filter (SMF), adaptive median filter (AMF) etc., and some state-of-the-art methods such
as directional weighted median filter (DWMF), efficient decision-based algorithm (EDBA),
improved efficient decision-based algorithm (IDBA), boundary discriminative noise detection
(BDND), boundary discriminative noise detection by elimination (BDNDE), fuzzy-based de-
cision algorithm (FBDA), NASRI., etc. Time complexity of each of the proposed algorithm
has also been studied and reported in the results section of the thesis work.

Wavelet based denoising algorithm has been validated through an ultrasound image cor-
rupted by a variety of noise densities through Gaussian and Poisson noises in terms of peak
signal to noise ratio and visual effects. Simulation results show that the proposed method
outperforms the existing denoising methods.
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The image is defined as a two dimensional function, f(x,y), where x and y are spatial
coordinates, and the amplitude of f at any pair of coordinates (x, y) is called the intensity or
gray level of the image at that point. When x, y and the amplitude values of f are all finite,
discrete quantities, then it is called a digital image. The field of digital image processing
refers to processing of digital images by means of a digital computer.

Today digital image processing has a great impact on almost all areas of technical en-
deavor in some way [Chanda 2002]. The areas of application of digital image processing are
so varied that some form of organization is desirable in attempting to capture the breadth
of this field. The most easy way to develop the image processing applications is to divide
images based on their source. The main source for images is the electro magnetic energy.
Other includes acoustic, ultrasonic, and electronic. The image generation are categorized
and the areas where they are applied, are given below.

Digital image processing is classified into various sub-branches [Gonzalez 1992] based on
methods where:

• input and output are images and

• inputs may be images where as outputs are attributes extracted from those images.

The process of image processing and analysis are divided into these stages. They are, dis-
cretization and representation, processing and analysis. Here the input is a scene and the
output is corresponding digital image. Then both the input and the output are images and
the output is an better version of input. Finally, the input is again an image but the output
is about the contents of the image [Gonzalez 1992].
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1.1 Image Denoising

Image denoising means process of making a clean image when a noisy image is given. The
noisy image is actually the sum of a clean image with a noise. So denoising is the process
of decomposition. The objective is to divide a noisy image into a noise free image and the
noise particle. Since an infinite number of such decompositions exist, one is interested in
finding a plausible clean image, given a noisy one. The notion of plausibility is that the
denoised image should look like an image, whereas the noise component should look noisy.
Without prior knowledge, image denoising is very difficult. One can think of an image as a
point lying in a high-dimensional space. Hence, image denoising involves moving from one
point in a high-dimensional space (the noisy image), to a different point in the same space
which is unknown a priori. Usually, it is impossible to find the clean image exactly. One is
therefore interested in finding an image that is close to the clean image.

The goal of enhancement is to process an image where the resultant image is more
suitable than the original image for a specific application. The word specific is important,
because the techniques are very much problem oriented. For example, a method which is
useful for enhancing X-ray images may not be efficient for enhancing remote sensing images.
Image denoising method divided into two broad sections: one is spatial domain methods and
another is frequency domain methods.

The spatial domain is the image plane itself, and techniques in this area are dependent on
direct dealing with the pixels in that image but on frequency domain the operations are done
on the transformed image. The techniques involved in spatial domain filtering are described
in next chapter.

Frequency domain filters 1 process an image in the frequency domain. The image is
Fourier transformed, multiplied with the filter function and then re-transformed into the
spatial domain. Attenuation of high frequency signal makes a blurred image in the spatial
domain and attenuating low frequency makes enhancement of the edges. The frequency
domain filters can be converted to spatial domain when there exists a kernel for the output
filter, it is easy to perform the filtering operation in spatial domain. Frequency domain fil-
tering is more suitable when no kernel is present in spatial domain. That is also more efficient.

Frequency filtering is based on the transformation techniques. The operator usually takes
an image and a filter function in the frequency domain. This image is then multiplied with
the filter function in a pixel-by-pixel fashion, given in (1.1), where F(k,l) is the input image
in the Fourier domain, H(k,l) the filter function and G(k,l) is the filtered image. To obtain
the resulting image in the spatial domain, G(k,l) has to be reverse transformed using the

1http://homepages.inf.ed.ac.uk/rbf/HIPR2/freqfilt.htm
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5 Chapter 1. Introduction

inverse transform equation.
G(k, l) = F (k, l)H(k, l) (1.1)

Since the multiplication in the Fourier space is identical to convolution in the spatial domain,
all frequency filters can be implemented as a spatial filter theoretically. However, in practice,
the Fourier domain filter function can only be approximated by the filtering kernel in spatial
domain. The form of the filter function determines the effects of the operator. There are
basically three kinds of filters: low pass, high pass and bandpass filters.

1. A low-pass filter attenuates high frequencies and retains low frequencies unchanged.
The result in the spatial domain is equivalent to that of a smoothing filter; as the
blocked high frequencies correspond to sharp intensity changes, i.e. to the fine-scale
details and noise in the spatial domain image.

2. A high pass filter, on the other hand, yields edge enhancement or edge detection in
the spatial domain, because edges contain many high frequencies. Constant gray level
areas have low frequencies and so it is suppressed.

3. A bandpass filter attenuates very low and very high frequencies, but retains a middle
range band of frequencies. Bandpass filtering can be used to enhance edges (sup-
pressing low frequencies) while reducing the noise at the same time (attenuating high
frequencies).

The low pass filter suppresses all frequencies higher than the cut-off frequency f, (1.2) and
leaves smaller frequencies unchanged. In most implementations, f is a fraction of the highest
frequency represented in the Fourier domain image. The drawback of this filter function is
a ringing effect that occurs along the edges of the filtered spatial domain image.

H(k, l) =

{
1 :

√
(k2) + (l2) < f

0 :
√

(k2) + (l2) > f
(1.2)

Better results can be achieved with a Gaussian shaped filter function. The advantage is
that the Gaussian has the same shape in the spatial and Fourier domains and therefore does
not incur the ringing effect in the spatial domain of the filtered image. A commonly used
discrete approximation to the Gaussian is the Butterworth filter. Applying this filter in the
frequency domain shows a similar result to the Gaussian smoothing in the spatial domain.
One difference is that the computational cost of the spatial filter increases with the standard
deviation (i.e. with the size of the filter kernel), whereas the costs for a frequency filter are
independent of the filter function. Hence, the spatial Gaussian filter is more appropriate for
narrow low pass filters, while the Butterworth filter is a better implementation for wide low

Somnath Mukhopadhyay, University of Kalyani, India
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pass filters.

From 1990s, wavelets were found to be a perfect method of eliminating noises from a
variety of signals. It can analyze the noise depth individually at each wavelet subband and
can adapt the algorithm accordingly. In wavelet based thresholding method the wavelet
coefficients are thresholded to remove their noisy positions. They do not need any cer-
tain knowledges about the nature of the signal and it allows discontinuities and spatial
variation in the signal. The wavelet uses the spatially adaptive multiresolution analy-
sis of the transformation. During the 1990s, the field was dominated by wavelet shrink-
age and wavelet thresholding methods, including several papers by Donoho and John-
stone [Donoho 1994, Donoho 1995b, Donoho 1995a, Donoho 1995c]. The wavelet denoising
method consists of four steps. These are, forward discrete wavelet transformation (DWT),
determining the threshold, application of the thresholding using specific rule and inverse
discrete wavelet transformation (IDWT).

The forward wavelet transformation converts the image from spatial based domain to
wavelet based domain using (1.3) and (1.4), respectively. For inverse transformation the
(1.5) is used.

Ol[k] =
∑
n

x[n].h[2k − n] (1.3)

Oh[k] =
∑
n

x[n].g[2k − n] (1.4)

G[n] =
+∞∑

k=−∞

Oh[k].g[2k − n] +Ol[k].h[2k − n] (1.5)

where G[n] is the original one. The h[x] and g[x] are the half band low pass and high pass
filters respectively. Ol[k] and Oh[k] are the outputs of low pass and high pass filters when
sub sampling by 2.

The matrix is multiplied with scaling factors and the wavelet coefficients to have the
forward transformation wavelet coefficients. Forward Haar transformation coefficients and
wavelet coefficients are H0=0.5, H1=0.5, G0=0.5 and G1 = -0.5. For reverse transformation
the column transformation is done first after the row transformation. For that, coefficients
are H0=1, H1=1, G0=1 and G1=-1.

Thresholding is done forward transformed image prior to noise suppression. There exists
a variety of approaches for thresholding the wavelet coefficients [Chang 2000a, S.Chang 2000,
Donoho 1994, Donoho 1995b, Donoho 1995a].

The discrete wavelet transformation decomposes the noisy image into different frequency
sub bands, labeled as LLj, LHk, HLk and HHk, where k=1,2,...,j. The implementation of
2-D discrete wavelet decomposition (one level) is shown in Fig. 1.1. The subscript are the

Somnath Mukhopadhyay, University of Kalyani, India
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kth frequency level and j is highest scale in the process of decomposition. The subbands
defines different properties about the image. The lowest frequency band LLj is used to a
coarse approximation of the image. The LHk, HLk and HHk sub bands represents to the
horizontal, vertical and diagonal information of the image signal, respectively. The highest
frequency band is HHk. The LLk sub band is further decomposed in recursive manner into
the sub bands LHk+1, HLk+1 and HHk+1.

On finding the threshold value, the wavelet coefficients are changed according to a shrink-
age function T, given in (1.6).

Figure 1.1: (a)Subimage representation of wavelet decomposition on level three (b)Wavelet
decomposition on Lena image

F = T (G) (1.6)

At end of shrinkage of the wavelet coefficients, it is transformed inverse to the original image
domain given in (1.7).

R′ = I−1(F ) (1.7)

where I−1 is the inverse discrete wavelet transformation function and R’ is the restored
image.

The most complex task in wavelet denoising is to find out the optimal value of the
threshold. A small value can intact the maximum portion of coefficients and that makes a
signal and which cannot remove noise at all. When it is large, it may eliminate maximum
portions of that. It can blur the signal which cannot preserve important details of the
image. There are mainly three techniques to estimate the value of this thresholds, such as,
VisuShrink [Donoho 1994], SureShrink [Donoho 1995b] and BayesShrink [H.Chipman 1997,
S.Chang 2000].

Somnath Mukhopadhyay, University of Kalyani, India
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VisuShrink [Donoho 1994] is applied on each level of the wavelet coefficients and this it
is universal. This is shown in (1.8).

λ = σ
√

2 logM (1.8)

where M is the number of pixels of the image and σ is standard deviation. The threshold is
high and suffers from excessive blurring.

SUREShrink [Donoho 1995b] is sub-band adaptive thresholding method. It applies a
different threshold on each sub-band depending on Stein’s unbiased risk estimator (SURE).
This is given in (1.9).

λ = arg min
p≥0

SURE(p,N) (1.9)

The Stein’s unbiased risk is minimized in (1.10)

SURE(m,N) = y − 2{j : |Nj| ≤ p}+

y∑
j=1

min(|Nj|, p)2 (1.10)

where N and y are the coefficients and number of coefficients in subband N. The technique
is simple because the coefficients are sorted in terms of magnitude and then the threshold is
selected to minimize the risk.

BayesShrink [H.Chipman 1997, S.Chang 2000] is also a subband adaptive thresholding
technique. The thresholding method depends on normal distribution in each subband. The
threshold given in (1.11).

λ =
σ2
noise

σsignal
=

σ2
noise√

max(σ2
X − σ2

noise, 0)
(1.11)

where σ2
X = 1

p

∑p
i=1 Z

2
i and p is number of coefficients in Xi,j. This method uses a robust

estimation on noise variance as median absolute value of the coefficients [Donoho 1994]. The
noise variance is given in (1.12).

σnoise =
median(|Xi,j|)

0.6745
(1.12)

where Yi,j ∈ sub band HH, where Yi,j holds the coefficients in sub band HH which is the
finest decomposition level.

Shrinking method defines the rules of applying the threshold to the wavelet coefficients.
The threshold is compared to all coefficients of the wavelet domain and when the coefficients
are less than the threshold value they are assigned zero values. On the other case they are
untouched because very small coefficients are supposed to be not a part of signal elements

Somnath Mukhopadhyay, University of Kalyani, India
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and so they can be modified to zeros. The large values are assumed to be a part signal ele-
ments. A number of work are done by Weaver et al. [J.Weaver 1991], Donoho and Johnstone
[Donoho 1994, Donoho 1995b, Donoho 1995a, Donoho 1995c], Jansen [Jansen 2001] and An-
toniadis [Antoniadis 2007]. They have proposed an extensive wavelet thresholding methods
for image denoising.

In hard thresholding, the coefficients w=Wxy which are less than a threshold λ are as-
signed to zeros. Otherwise they are not touched. The hard thresholding technique is given
in (1.13). One sample original image and corresponding hard and soft thresholding methods

Figure 1.2: (a) Original Image (b) Hard Thresholding (c) Soft Thresholding

are presented in Fig.1.2, where the threshold (λ) is assumed 0.4.

Hard(w, λ) =

{
w : |w| > λ

0 : |w| ≤ λ
(1.13)

In soft thresholding, the coefficients which are higher than the threshold are reduced by an
amount equal to the value of threshold. Otherwise they are assigned with zero values. The
equation for soft thresholding technique is given in (1.14).

Soft(w, λ) =


sgn(w)(|w| − λ) : |w| ≥ λ

0 : −λ ≤ |w| < λ

sgn(w)(|w|+ λ) : |w| < −λ
(1.14)

where sgn(w) returns the sign of the w.
Hard thresholding can abruptly discontinue which makes artifacts in the output image.

Soft thresholding can make the output image over blurred. There are also several threshold-
ing schemes in between the hard and soft thresholding.

Somnath Mukhopadhyay, University of Kalyani, India
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1.2 Types of Noises

During any physical measurement, it is likely that the signal is corrupted by some amount
of noise. The sources as well as the types of impulse depends on the physical instrument.
It often arises from a source that is of different measurement, but sometimes it is because
of the measurement process itself (e.g. shot noise/Poisson noise). Sometimes, it is caused
because of the mathematical manipulation of a signal, like image deconvolution or image
compression. Often, a noise is corrupted through several sources and it is a difficult task to
characterize all of them completely. In all situations, impulse is an undesirable particle of
the signal.

The characteristics of the impulse noise completely based on the acquisition process. It
can be acquired by many ways, including, but not limited to: Digital and analog cameras,
magnetic resonance imaging (MRI), computed tomography (CT), positron emission tomog-
raphy (PET), ultrasonography, electron microscopy and radar imagery such as synthetic
aperture radar (SAR).

Noise characteristics may be considered random variables, characterized by a probability
density function (PDF). Most common PDFs found in image processing applications are
Photon shot noise or Poisson noise, Thermal noise, Gaussian noise and compression artifacts.

Photon noise2, also known as Poisson noise or Shot noise , is a basic form of uncertainty
associated with the measurement of light, inherent to the quantized nature of light and the
independence of photon detections. The magnitude of the signal makes the dominant source
of the noisy image except in low light conditions. Images are sometimes affected by shot
noise. This is due to the discrete nature of light. During a given exposure time, only a
finite number of photons reach the imaging sensor. The number of photons going the sensor
maintains a Poisson distribution. The standard deviation of distribution is square root of
its expected value.

In probability theory and statistics, the Poisson distribution is a discrete probability
distribution that expresses the probability of a given number of events occurring in a fixed
interval of time and/or space if these events occur with a known average rate and indepen-
dently of the time since the last event 3.

Thermal noise arises due to the thermal energy of electrical and electronic devices. Ther-
mally generated electrons accumulate in the chip’s wells and are indistinguishable from pho-
toelectrons. Thermal noise occurs even in the absence of light and is therefore sometimes
referred to as dark-current noise. This type of noise is strongly dependent on the temperate
of the sensor, but also on exposure time as well as the ISO-setting of the camera. Each pixel

2http://people.csail.mit.edu/hasinoff/pubs/hasinoff-photon-2012-preprint.pdf
3http://en.wikipedia.org/wiki/Poisson_distribution
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11 Chapter 1. Introduction

can be approximately modeled as a Gaussian. Thermal noise is an example of noise which
can be reduced by modifying the signal acquisition process: Cooling the camera’s sensor
reduces thermal noise.

Gaussian noise 4 in digital images arises during acquisition for example sensor noise caused
by poor illumination and/or high temperature, and/or transmission for example electronic
circuit noise. It is evenly distributed in the signal. The pixel is constructed with the true
pixel value and a random Gaussian distributed noise value. Because of its mathematical
relationship in both the spatial and frequency domains, Gaussian noise models are used
frequently research. The probability distribution function of a Gaussian random variable, z,
is given by

p(z) =
1√
2Πσ

∗ e
−(z−z′)2

2σ2 (1.15)

where z represents gray level, z’ is the mean of average value of z, and σ is its standard
deviation. The standard deviation squared, σ2, is called the variance of z. A graph is shown
in Fig. 1.3. Digital images are usually stored in a compressed format such as JPEG. The

Figure 1.3: Probability Density Function of Gaussian Distribution

algorithm of compression rises to artifacts, which is assumed a type of noise. The algorithm
is the most frequently used technique and which causes blocking artifacts. And also the
information is lost due to the compression algorithm.

There are two noise models available in literature. These are salt and pepper and random
valued noise. These standard impulse models [Nair 2010] are described as follows:

4http://en.wikipedia.org/wiki/Gaussian_noise
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Noise is modeled as salt-and-pepper impulse noise [Wang 1999], pixels are randomly
corrupted by two fixed extreme values, 0 and 255 (for 8-bit monochrome image), generated
with the same probability. That is, for each image pixel at location (i, j) with intensity value
Sij, the corresponding pixel of the noisy image will be xij, in which the probability density
function of xij is

f(x) =


p
2

: for x = 0

1− p : for x = Si,j

p
2

: for x = 255

(1.16)

Salt and pepper noise can also be found with unequal probabilities, that is,

f(x) =


p1 : for x = 0

1− p : for x = Si,j

p2 : for x = 255

(1.17)

p=p1+p2 is the noise density and p1 6= p2.

Instead of two fixed values , impulse noise could be more realistically modeled by two
fixed ranges that appear at both ends with a length of m each, respectively. For example, if
m is 30, noise will equal likely be any values in the range of either [0, 3] or [226, 255]. That
is,

f(x) =


p

2m
: for 0 ≤ x < m

1− p : for x = Sij

p
2m

: for 255−m < x ≤ 255

(1.18)

p is the noise density.

Random valued noise can be modeled with unequal probabilities, that is,

f(x) =


p1
m

: for 0 ≤ x < m

1− p : for x = Sij

p2
m

: for 255−m < x ≤ 255

(1.19)

p=p1+p2 is the noise density and p1 6= p2.

Image quality 5 metrics are paramount to provide quantitative data on the fidelity of
rendered images. Typically the quality of an image synthesis method is evaluated using

5http://en.wikipedia.org/wiki/Image_quality
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numerical techniques which attempt to quantify fidelity using image to image comparisons
often comparisons are made with a photograph of the scene that the image is intended to
depict). That may generate some of distortion in the signal, so the quality judgment is an
important problem.

The visible differences between each pair of images are determined by image quality
metrics. The simple one is mean squared error (MSE), but which is not enough powerful.
So better metrics are required.

By defining image quality in terms of a deviation from the ideal situation, quality mea-
sures become technical in the sense that they can be objectively determined in terms of
deviations from the ideal models. The measures are Mean Square Error (MSE), Peak-
Signal-to-Noise-Ratio (PSNR), Image Enhancement Factor (IEF) and Structure Similarity
Index Measure (SSIM).

In statistics, the mean squared error or MSE of an estimator is one of many ways to
quantify the amount by which an estimator differs from the true value of the quantity being
estimated. It is used to calculate the difference between a original image with a restored
image. PSNR (dB) analysis uses a standard mathematical model to measure an objective
difference between two images. It calculates the quality of a output image with respect to
an input image. The objective is to find a number that reflects the quality of the restored
image. Restored images with higher Peak SNR (dB) are weighted [Brownrigg 1984].

Given an original image I1 of size (M × N) pixels and a reconstructed image I2, the
PSNR (dB) is defined in (1.20).

f(I1, I2) = PSNR(dB) = 10 ∗ log10(
2552

1
M∗N

∑
m,n(I1m,n− I2m,n)2

) (1.20)

where M and N are the number of rows and columns in the input images, respectively, and
I1 and I2 are original and enhanced images respectively.

Image enhancement factor (IEF) is defined as

IEF (I1, I2, I3) =

∑
m,n[I1m,n− I3m,n]2∑
m,n[I1m,n− I2m,n]2

(1.21)

The structural similarity (SSIM) index [Nair 2012] is a method for measuring the similarity
between two images 6. SSIM is an efficient operator over conventional methods like peak
SNR (PSNR) and mean squared error (MSE). They are proven to be inconsistent with the
human visual system. The difference with respect to other techniques mentioned previously
such as MSE or PSNR is that these approaches estimate perceived errors, on the other hand,
SSIM considers image degradation as perceived change in structural information. Structural

6http://en.wikipedia.org/wiki/Structural_similarity
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information is based on the idea of strong inter dependencies particularly when they are
spatially nearer. This idea is important about the structure of the objects in the visual
system. Some results are also given in terms of Universal Image Quality Index (UIQI)
[Wang 2002].

The SSIM value between images O and R having size N × N is given in (1.22). The
SSIM value is a decimal value between -1 and 1.

SSIM = L(O,R) ∗ C(O,R) ∗ S(O,R) (1.22)

where
L(O,R) =

2µOµR + C1

µ2
O + µ2

R + C1

(1.23)

and
C(O,R) =

2σOσR + C2

σ2
O + σ2

R + C2

(1.24)

and
S(O,R) =

σOR + C3

σ2
OσR + C3

(1.25)

where

• C1 = (K1 ∗G)2, C2 = (K2 ∗G)2 and C3 = C2

2

• G=255

• K1, K2 « 1

• K1 = 0.001 and K2 = 0.002

• O and R are the original and restored images respectively.

• µO is the mean of O and µR is the mean of R

• σ2
O is the variance of O and σ2

R is the variance of R

• σOR is the covariance of O and R respectively

• L represents luminance comparison, C represents contrast comparison and S represents
structure comparison

The contribution of the thesis in this regard is to propose efficient algorithms for denoising
the digital and medical images corrupted by various types of impulsive noises. The main
objective and contribution of the thesis is to deal with random valued noises with high
density. A set of algorithms have been proposed to deal with high random valued noises.
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15 Chapter 1. Introduction

Some techniques outperforms in terms of noise suppression ability and computational cost
of those algorithms. Characteristics of the techniques are that they can also suppress salt
and pepper noise in addition to random valued impulse noise with variable probabilities of
noise density. Some algorithms are based on standard deviation operation where as some are
based on median operation of the neighboring pixels of the test pixel. A variety of median
filters have been developed to deal for variable noise density. Most of the median filters
developed are weighted. Some pixels within the test window are given extra weight when
restorations are performed using the median operation. Filter optimization is performed
by using two stochastic search algorithms such as genetic algorithm and particle swarm
optimization techniques. Noise density estimation for noise detection and restoration is
done in the thesis. Fuzzy switching median filter has been developed for digital image
denoising. Medical image denoising is also done by using the two dimensional discrete
wavelet transformation. The detail description of the proposed algorithms is outlined in the
corresponding chapter.
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Noise removal from a contaminated image signal is a prominent field of research and
many researchers have suggested a large number of algorithms and compared their results.
The main thrust on all such algorithms is to remove impulsive noise along with preserving
image details. The methods are different in their methodologies which are applied to remove
the noises. Some techniques utilize detection of impulsive noise followed by filtering where as
other filters all the pixels irrespective of corruption [Brownrigg 1984]. In this section a detail
literature review has been done on the reported articles. There are two basic approaches
for image denoising, spatial filtering and transform domain filtering, as given in Fig. 2.1.
The spatial filtering is a traditional way to remove noise from image data. Spatial filters
can be further classified into non-linear and linear filters. With non-linear filters, the noise
is removed without any attempts to explicitly identify it. Spatial filters employ a low pass
filtering on groups of pixels with the assumption that the noise occupies the higher region
of frequency spectrum. Generally spatial filters remove noise to a reasonable extent but at
the cost of blurring images which in turn makes the edges in pictures invisible. Linear filters
too tend to blur sharp edges, destroy lines and other fine image details, and perform poorly
in the presence of signal-dependent noise. The transform domain filtering methods can be
subdivided according to the choice of the basic functions. The basic functions can be further
classified as adaptive and non-adaptive. Spatial-frequency filtering refers use of low pass
filters using Fast Fourier Transform (FFT). In frequency smoothing methods the removal of
the noise is achieved by designing a frequency domain filter and adapting a cut-off frequency
when the noise components are decorrelated from the useful signal in the frequency domain.
Wavelet domain filtering operations in the frequency domain can be subdivided into linear
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Figure 2.1: Image denoising techniques

and nonlinear methods. The Linear filters such as Wiener filter in the wavelet domain yields
optimal results when the signal corruption can be modeled as a Gaussian process and the
accuracy criterion is the mean square error (MSE). However, designing a filter based on this
assumption frequently results in a filtered image that is more visually displeasing than the
original noisy signal, even though the filtering operation successfully reduces the MSE.
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The most investigated frequency domain in denoising using Wavelet Transform which is
a non-linear coefficient thresholding based method. The procedure exploits sparsity prop-
erty of the wavelet transform and the fact that the discrete wavelet transformation maps
white noise in the signal domain to white noise in the transform domain. Thus, while signal
energy becomes more concentrated into fewer coefficients in the transform domain, the noise
energy does not. It is the logic that enables the separation of signal from noise. Most of the
thresholding techniques are based on the methods for finding the optimal value of thresh-
old which can would be adaptive or non-adaptive to the digital image. The non-adaptive
thresholding method VISUShrink is non-adaptive universal threshold, which depends only on
number of data points. It has asymptotic equivalence suggesting best performance in terms
of MSE when the number of pixels reaches infinity. The adaptive thresholds like SUREShrink
uses a hybrid of the universal threshold and the SURE (Stein’s Unbiased Risk Estimator)
threshold and performs better than VisuShrink. BayesShrink minimizes the Bayes’ Risk
Estimator function assuming Generalized Gaussian prior and thus yielding data adaptive
threshold. BayesShrink defeats the SureShrink in all most every cases. Cross Validation
replaces wavelet coefficient with the weighted average of neighborhood coefficients to min-
imize generalized cross validation (GCV) function providing optimum threshold for every
coefficient.

2.1 Denoising in Spatial Domain

The spatial domain [Gonzalez 1992] refers to the image plane itself, and approaches in this
category are based on direct manipulation of pixels in an image, based on neighboring pixels
within a specific mask.

A spatial filter consists of a neighborhood and a predefined operation that is performed
on the surrounded neighboring pixels. Filtering operation creates a new pixel which replaces
the test pixel. A filtered image is produced as the center of the filter visits each pixel in the
input image. Fig. 2.2 shows a random point on a digital image. The 3 × 3 neighbor of the
center pixel is shown in the figure. If the operation performed on the image pixels is linear,
then the filter is called a linear spatial filter. Otherwise the filter is nonlinear.

For example, in a 3 × 3 window, for any input pixel (x,y) the output pixel g(x,y) is given
by sum of products of the coefficients and the neighboring pixels of the image. The output
pixel g(x,y) is given in (2.1).

g(x, y) = ω(−1,−1)i(x− 1, y − 1) + ω(−1, 0)i(x− 1, y)

+ ...+ ω(0, 0)i(x, y) + ...+ ω(1, 1)i(x+ 1, y + 1) (2.1)

Here the coefficient ω(0,0) coincides with image value i(x,y), indicating that the mask is
centered at (x, y) when the computation of the sum of products takes place. For a window
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Figure 2.2: A 3×3 neighbor about a pixel (x,y) in an image.

of size m × n, it is assumed that m=2a+1 and n=2b+1, where a and b are nonnegative
integers. Window will be of odd sizes, with the smallest meaningful size being 3 × 3, where
the trivial case is 1 × 1 mask.

In general, linear filtering of an image f of size M × N with a filter mask of size m × n
is given in (2.2).

g(x, y) =
a∑

s=−a

b∑
t=−b

ω(s, t)f(x+ s, y + t) (2.2)

where x and y are varied so that each pixel in w visits every pixel in f.
Smoothing filters can be used for blurring purpose and also noise reduction. Noise re-

duction can be accomplished by blurring with a linear filter and also by nonlinear filtering.

The output (response) of a smoothing, linear spatial filter is simply the average of the
pixels contained in the neighborhood of the filter mask. These filters are sometimes called
averaging filters.

The idea behind smoothing filters is straightforward. By replacing the value of every
pixel in an image by the average of the gray levels in the neighborhood defined by the filter
mask, this process results in an image with reduced "sharp" transitions in gray levels. Figure
2.3 (a) shows a 3 × 3 smoothing filter. The filter yields the standard average of the pixels
under the mask. This can best be seen by substituting the coefficients of the mask into (2.3).
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(a) (b)

Figure 2.3: 3 × 3 smoothing filters of an image.

Figure 2.3 (b) shows another 3 × 3 smoothing filter. They also yield the standard average
of the pixels under the mask. This can be best seen by substituting the coefficients of the
mask into (2.4).

R =
1

9

9∑
i=1

zi (2.3)

R =
1

16

16∑
i=1

zi (2.4)

A m × n mask would have a normalizing constant equal to 1
mn

. The mask shown in Fig. 2.3
(b) is much more interesting. It makes so-called weighted average and the technique used to
indicate that pixels are multiplied by different coefficients, thus giving more weight to some
pixels at the expense of others. In case of the mask presented in Figure 2.3 (b), the pixel
at the center of the mask is multiplied by the higher value than any other, thus giving this
pixel more importance in the calculation of the average.

The general implementation for filtering an M × N image with a weighted averaging filter
of size m × n (m and n odd) is given by (2.5). For x=0, 1, 2, p, M-1 and y=0, 1, 2, p, N-1,
the denominator in (2.5) is simply the sum of the mask coefficients and, therefore, it is a
constant that needs to be computed only once. Typically, this scale factor is applied to all
the pixels of the output image after the filtering process is completed.

g(x, y) =

∑a
s=−a

∑b
t=−b ω(s, t)f(x+ s, y + t)∑a
s=−a

∑b
t=−b ω(s, t)

(2.5)

Order-statistics filters are nonlinear spatial filters whose response is based on ordering (rank-
ing) the pixels contained in the image area encompassed by the filter, and then replacing the
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value of the center pixel with the value determined by the ranking result. The best-known
example in this category is the median filter, which, as its name implies, replaces the value
of a pixel by the median of the gray levels in the neighborhood of that pixel. Median filters
are useful because they obtain good restoration results with less smoothing effects than the
linear filters. Median filters are generally useful when the image has salt-and-pepper noise.

In order to perform median filtering at a point in an image, the center pixel and its
neighbor values are sorted first then their median is determined, lastly this value is assigned
to that pixel. For example, in a 3 × 3 neighborhood the median is the 5th largest value,
in a 5 × 5 neighborhood the 13th largest value, and so on. For example, suppose that a 3
× 3 neighborhood has values (10, 20, 20, 20, 15, 20, 20, 25, 100). They are ordered as (10,
15, 20, 20, 20, 20, 20, 25, 100), which results in a median of 20. Thus, the principal func-
tion of median filters is to force points with distinct gray levels to be more like their neighbors.

Various algorithms exist in literature regarding spatial domain filtering. A few of them
are surveyed in this section.

There exists some filters which perform filtering operation without detection . Here, a
test window is moved throughout the image. The window has size 2M + 1 × 2M + 1, M is
positive integer. The center pixel is under consideration. The window is moved from the top
left position to the bottom right position. It performs some operations without classifying
the pixel. The technique does not detect the noisy pixels.

The averaging filter [Gonzalez 1992] is simplest linear filter. The average value of neigh-
boring pixels in the window replaces the center pixel using in (2.6).

Ri,j =
1

p ∗ q
∑

(u,v)∈Wpq

Nc,d (2.6)

where, N and R are noisy and restored images respectively and Wpq is test window having
size p × q centered around (i,j). Using this technique, the restoration results is very poor in
terms of quantitative and qualitative measures.

The median filters [Brownrigg 1984] are nonlinear filters. The equation shown in (2.7) is
very popular nonlinear filter. The filter can be implemented easily and is efficient also. The
disadvantage is it smoothes the restored image and fine textures may be lost. It performs
like a low pass filter which prevents the high frequencies of image such as the edges and
noise, and thus smoothes the image.

Ri,j = median(u,v)∈Wpq(Nc,d) (2.7)
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Based on the window size, many variations of median filters exist. Two of them are
surveyed here. Median (3 × 3) filter operates on 3 × 3 mask, where the center element is
replaced by the median value of all 9 neighboring pixels within the window. This is useful
because the noisy pixels are scattered in the image matrix. In (5 × 5) median filter the center
pixel is replaced by the median value of all 25 neighboring pixels within the test window.
This type of filter is useful when noise comes in blotch in the noisy image. In case of variants
the filter does not perform well.

Some other filters exist which uses the principal of detection followed by filtering tech-
nique [Sun 1994a] during noise suppression . This technique involved in two steps. The first
step identifies the noisy pixels and in second step it filters those pixels. A mask is moved
across the image and some arithmetic operations are carried out to detect the noisy pixels.
Then filtering operation is performed only on those pixels which are found to be noisy in the
previous step, keeping the noise free pixels intact. Some of the methods are described here.

The rank-ordered mean [E. Abreu 1996] filter is another two step method which performs
noise detection and then filtering operation on the noisy pixels. This filter is adaptive where
restoration is performed on the current state of the algorithm. It is defined by the output of
an operator which calculates the differences between the current pixel and the other sorted
pixels where the center pixel is under question. So it is robust and simple. The does not
preserve the image fine textures during restoration.

Eduardo Abreu et al. [E. Abreu 1996] has proposed a technique which eliminate the
noises from images where noise types are Gaussian and mixed Gaussian noises. This method
operates using a simple two-step method where it does switching between the output of an
identity filter and a rank-ordered mean (ROM) filter. It always try to get the tradeoff between
noise suppression and image fine texture preservation. It has low computational complex-
ity as well. Simulation results show that it performs better in terms of noise suppression
and preservation of fine details than other nonlinear filters with maximum 40% noise density.
The filter performs well on both monochrome [E. Abreu 1996] and color [Moore 1999] images.

Russo and Rampani [Russo 1996] proposed a fuzzy filter for enhancement of digital im-
ages corrupted by impulse noises. This technique adopts a two step fuzzy reasoning method
where the first subunit is action detection module which detects the noises by considering
luminance differences among neighboring pixels. The second subunit is action adaptation
module which modifies the value of the correction to preserve the image fine textures. This
filter performs better in terms of MSE than the other mentioned filter in [E. Abreu 1996].
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Kong and Guan [Kong 1996] proposed a neural network based adaptive filter which used
pixel classification by a self-organizing neural network to detect the positions of the noisy
pixels. The filter is able to effectively eliminate the impulses while retaining image integrity.
In this method, a self organizing neural network is used to detect the positions of the noisy
pixels. After the noise detection, a noise exclusive median filter is proposed to eliminate the
noises. The noise exclusive method is used to exclude the noisy pixels while the median op-
eration is done. This operator performs significantly better than the traditional median filter.

The minimum-maximum exclusive mean [Han 1997] filter is simple nonlinear filter. It is
also robust filter where it centers around two window regions having sizes 3 × 3 and 5 × 5
respectively. It first takes for a certain range of intensity values within the 3 × 3 window
and then if it fails it takes the larger window 5 × 5. If the average value of the pixels of the
particular range is greater than a threshold then it is replaced by the average value, otherwise
is kept unchanged. The method is useful because it is simple and can be implemented easily.

Beaurepaire et al. [Beaurepaire 1997] proposed a denoising method where the histogram
information of the digital image is for consideration. The histogram of homogeneous regions
are considered to characterize and to detect the noisy pixels. The homogeneity level can be
found in [Pok 2003].

The MRHF-1, MRHF-2 and MRHF-3 [Khriji 1998] are the class of non-linear filters
which is also known as Median Rational Hybrid Filters. These are depended on a particular
rational function. The output of the filter is taken by the output of a rational operation
which takes three sub functions. Among the three filters, the MRHF-2 performs better the
other two.

The histogram information of the input image is used by Wang [Wang 1998] to determine
the parameters of the membership functions of an adaptive fuzzy filter. Then the filter is
used for denoising the digital images. An adaptive vector filter exploiting histogram infor-
mation is presented for restoration of color images [Ma 2003].

A switching median filter has an impulse detector to classify the center pixel. If the
center pixel of the test window is detected a noisy then it is replaced by the median value
of the window. As a consequence, various impulse detection methods and switching me-
dian filters are presented [Sun 1994b, Chen 2001a, Zhang 2002, Pok 2003, Crnojevic 2004,
Emin Yüksel 2004, Yüksel 2004].

The Tri-State Median Filtering [Chen 1999] is a combined filter which comprises of stan-
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dard median filter, identity filter, center weighted median filter and a switching logic. Noise
detection is done by impulse detection method, which takes the outputs from the standard
median and center weighted median filters and compares them with the center pixel value
in order to make a tri-state decision. The switching method is based on a threshold value.
Based on that value, the center pixel is restored by the output of either Simple Median filter
or Center Weighted Median filter.

Progressive-Switching Median [Wang 1999] is a median based filter, which works in two
stages. Initially an impulse detector is used to generate a sequence of binary flag images.
This binary flag image predicts the location of noise in the observed image. Later the noise
filtering method is performed through several iterations. This filter is a very good filter for
fixed valued impulsive noise but for random values the performance is very poor.

Tao Chen and Wu [Chen 2001b] presented an adaptive impulse detection method using
center-weighted median filters to deal fixed valued impulses and random valued impulses.
This method devises an adaptive operator which forms estimates based on the differences
between the current pixel and the outputs of center-weighted median (CWM) filters with
varied center weights. This filter outperforms the existing operators in terms of PSNR (dB)
but the filter does not perform well when the images have high density of fixed valued im-
pulses or random valued impulses.

The Peak and Valley [Windyga 2001] filter is a nonlinear filter which operates recursively.
This filter is composed of two conditional rules. It checks the test pixel with neighboring
eight pixels against some conditions. Then replaces the noisy pixel by the most suitable
neighboring pixel. The method is efficient than others, but it also hampers noise free pixels.

A modified peak and valley filter [Alajlan 2004] has also been proposed which provides
good detail preserving performance but suffers from the earlier version of peak-and-valley in
terms of computational cost.

The adaptive center weighted median filter [Chen 2001a] is an improved median filter. It
operates on the estimations on the differences between the current pixel and the outputs of
the center weighted median filters with different weights. The estimation amount helps to
switch between the center pixel value and the median of the neighboring pixels. The method
is robust for a wide variety of images, but it fails to find the most suitable value to replace
the noisy pixel.

Tao Chen et al. [Chen 2001d] proposed a filter which is based on space variant median
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operations to restore the impulse noise. It is a general method of median based switching
schemes, which is known as multi-state median (MSM) filter. By using simple thresholding
rule, the output is adaptive to a group of CWM filters which use distinct center weights.
Consequently the filter is equivalent to an adaptive CWM filter with a varying center weight.
The filter is based on local signal informations. The filter performs better than the existing
filters in the literature, however cannot provide good restoration results having high density
of RVN in the images.

The partition based median filter [Chen 2001c] is an adaptive median filter that classifies
the sample vector at each pixel position into one of the mutually exclusive clusters. The
partitions are obtained by using of a number of center weighted median filters with vari-
able center weights. Estimation at each pixel position is computed as a linear combination
of the outputs of the center weighted median filters. The weights are optimized using LMS
algorithm. This algorithm is capable of denoising both the impulse noise and Gaussian noise.

Cristian and Agostinho [Munteanu 2001] proposed an evolutionary image enhancement
method based on user behavior modeling. This method is presented for image enhancement
of gray-scale images based on the simulation of evolution. It employs Genetic Algorithm to
evolve the shape of the contrast curve in the image, while attempting to partially automate
the subjective process of image evaluation (e.g. user behavior) by performing multiple re-
gressions on fitness values. It employs image enhancement using real coded GA rather than
binary coded GA. Real-coded GAs use real coded genes in the chromosome, which means
that each free parameter of the optimization problem is represented by one real-valued gene
in the chromosome. The initial population is generated randomly, that is N random chro-
mosomes. Following the generation of the initial population, the chromosomes are evaluated
by calculating their fitness function, and selection is applied to choose for the better fitted
chromosomes. The output of the selection has a population of N chromosomes which are also
used to perform crossover and mutation to the next generation. The main advantage of the
algorithm is that it aims at systematizing and easing the process of human interpretation of
images. An attempt may be done on this work to extend the mechanism of user behavior
modeling by including other complex paradigms such as machine learning models. These
models will be expected to further reduce the number of images the user has to evaluate
during the run of the GA, while maintaining a high level of image enhancement.

Adaptive Two-Pass Median [Xu 2002] deploys median filter on the noisy image twice.
This algorithm tries to accommodate for false substitutions generated by the first step of
median filtering technique. Depending on the estimated distribution of the impulse, the pix-
els replaced by first median filter are also changed by their original values and kept unaltered
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in the second phase. In the second round it filters out the remaining impulses. However the
filter obtains good restoration results in terms of noise suppression parameters but it spoils
the noise free pixels and also it performs poorly.

Accurate Noise Detector [Kondo 2002] is a filter based on Progressive Switching Median
Filter, which generates an edge flag image to classify the pixels of noisy image into ones in
the flat regions and edge regions. The two types of pixels are processed by different noise
detector. When noise is very high prevention of false-detection and non-detection becomes
difficult. Therefore, one iteration is dedicated for verification of the noise flag image. This
scheme exhibits good results not only with low noise density but also with high percentage
of corruption. But computational complexity is very high and not applicable in real time
situations.

The SMF (5 × 5), SMF (7 × 7) and SMF (9 × 9) [Zhang 2002] are also a two stage
process, where in the first stage noise detection is carried out and in the second stage filter-
ing is done. The noisy image is gets convolution with a set of image kernels. Each of the
kernels is sensitive to edges in a different orientation. The minimum absolute value of these
four values is used in impulse detection by checking with a threshold value. By varying the
size of kernel different variations of SMF may be obtained. As the characteristics of these
four kernels it classifies the noise efficiently when the edge density is much more. But when
the kernel size increases to 7 × 7 and 9 × 9 it fails to obtain good results. Also it fails in
preserving image finer details.

Bogdan Smolka [Smolka 2003] proposed an algorithm for noise reduction in color images
where the noise types are impulsive and Gaussian. This filter has an added advantage that it
can enhance the sharpness in the restored images. This operator is a smoothing one which is
based on a random walk model and a fuzzy similarity measure between pixels connected by
digital geodesic paths. Experimental results or this filter show that it is useful for segmen-
tation of digital images some extent, which is also useful for reducing the mixed impulsive
noises and Gaussian noises in the digital images. The technique suffers from high computa-
tional complexity.

Vladimir Crnojevic et al. proposed an impulse removal method [Crnojevic 2004] based
on pixel-wise median of the absolute deviations from the median is used to detect the noisy
pixels from the digital images. The algorithm is free from varying parameters, requires no
previous training or optimization, and successfully removes all types of impulse noise. The
pixel-wise MAD concept is straightforward, low in complexity, and achieves high filtering
results. The median of the absolutes deviations from the median-MAD given by Hubber
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[Hubber 1981] is the single most useful ancillary estimate of scale, is used to estimate the
presence of image details, thus it separates the noisy image pixels efficiently. An iterative
pixel-wise modification of MAD provides excellent removal of impulses which are may be
randomly distributed impulse noises.

Nikolova et al. proposed a variational method [Nikolova 2004], is capable of preserving
details which restoring impulse noise. It uses non smoothing data fitting with edge preserv-
ing regularization functions. A combination of this variational method with a noise detector
was proposed by Chan [Chan 2004] for removal of random valued noises. It performs better
than existing filters but computational cost is larger than other methods.

The differential ranked impulse detector [Butakoff 2004] is another nonlinear technique
which also works in two stages. It tries to filter only noisy pixels. Such pixels are identified
by comparing signal samples within a rank mask by using both rank and absolute value. The
first estimation method is dependent on the comparison among the rank of the pixel of con-
sideration and rank of the median value. The next estimate is based on the brightness value
which is analyzed using the median. It is a good filter in low noise conditions but the results
slightly degrades if noise level increases above 20%. It also leaves noise blotch as uncorrected.

The two-output nonlinear filter [Russo 2004] is based on the subsequent activation of two
recursive filtering algorithms that operates on different subsets of input data. One subset is
the right-bottom 3 × 3 sub-window and the other one is left-top 3 × 3 sub windows of a 4 ×
4 sliding window. The center pixels of the 3 × 3 window regions are updated at each stage.
This is a good technique for impulsive noise and gives very good result under fixed valued
impulsive noise conditions. But under RVN it fails miserably.

The enhanced ranked impulse detector [Butakoff 2004] is an alternative of the technique
described above. The brightness is measured by calculating the difference of pixels of consid-
eration with its closest neighboring pixels in the variational series. Its performance is very
good at low noise denoising but fails miserably for noise density more than 20%.

The advanced impulse detection based on pixel-wise MAD [Crnojevic 2004] which is
modified median of absolute deviation from median (MAD). It is useful in estimating the
presence of image fine details. An iterative pixel wise modification of MAD is performed
which gives a reliable elimination of impulses. It is more than average and fails when the
edge density is more.

The two output non-linear filter [Russo 2004] is a rank order filter based on subsequent
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aviation of two recursive filtering algorithms that operate on several sets of input data. The
pixel values are updated at each iteration. A non-linear method is also given for error cor-
rection to avoid blurring. The filter performs well in terms of detail preservation.

The detail preserving impulsive noise removal [Alajlan 2004] technique is unlike thresh-
olding techniques, it detects noisy pixels non-iteratively using the surrounding pixel values.
It is based on a recursive minimum maximum method of Peak and Valley scheme. When
the image contains numerous edges like Baboon, Clown etc., it suffers.

An adaptive partition fuzzy median (PFM) filter based on fuzzy rules for image restora-
tion [Lin 2004] proposed by Tzu-Chao et al. to improve the median filter to preserve image
fine details while effectively suppressing impulsive noises in the digital images. The filter
obtains the effect through a summation of the weighted output of the median filter and the
weighted input signal. The weights are assigned based on the fuzzy rules. In order to design
this weight function, a method for partitioning of the observation vector space and a learning
approach are proposed so that the mean square error of the filter output can be minimum.
Based on the least mean square algorithm, an iterative learning method is devised and the
corresponding convergence method is investigated. Training the filter over a refinance image
with the constrained LMS algorithm obtains the optimal weight coefficients. This filter is
capable of getting desirable results in noise suppression.

Kundra et al. [Harish 2005] proposed a filter for removal of salt-and-pepper noise by
using fuzzy logic. Fuzzy image processing is a collection of all approaches that understand,
represent and process the images, their segments and features as fuzzy sets. The represen-
tation and processing is dependent on the fuzzy based technique and on the problem to be
concurred. This method combines the features of image enhancement and fuzzy logic. It
also deals with fuzzy inference system (FIS) which help to take the decision about the pixels
of the image under consideration. This technique focuses on the removal of the impulse noise
with the preservation of edge sharpness and image details along with improving the contrast
of the images.

The threshold boolean filter [Aizenberg 2005] makes use of boolean functions denoising
the digital images. The noisy image is decomposed into number of binary images by gray
level intensity thresholding. The detection and restoration of impulse noise are performed
in these binary images by using the boolean functions which were specially made for such
purpose. Finally the resultant boolean images are merged back to obtain the restored digital
image.
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An operator for restoring digital images corrupted by impulse noise has been performed
by Yuksel [Yuksel 2006]. The operator is a hybrid filter obtained by appropriately combining
a median filter, an edge detector, and a neuro-fuzzy network. The internal parameters used
in the neuro fuzzy technique are adaptively optimized by the training method. The training
is easily accomplished by using simple artificial images that can be generated in a computer.
The most distinctive feature of the operator over most other operators is that it offers good
line, edge and texture preservation while noise suppressing, at the same time, effectively
removing noise from the input image. The need of training of the system and higher number
of arithmetic operations, the computational cost of the operator is higher than the most of
the other filters.

Pei-Eng Ng et al. proposed a switching median filter with boundary discriminative noise
detection for extremely corrupted digital images [Ng 2006]. To determine whether the cur-
rent pixel is corrupted, the algorithm classifies the pixels in a localized window, centering
on the current pixel, into three groups as lower intensity impulse noise, un-corrupted pixels
and higher intensity impulse noise. The center pixel will then be considered as un-corrupted
provided that it belongs to the un-corrupted pixel group, or corrupted. Two boundaries are
taken which discriminate the three groups. It works fine up to 70% noise density, for the two
noise models. The main advantage of this algorithm is, it is simple for implementation, but
shortcoming is the initial window size which is 21 × 21, which is not affordable. For higher
noise density the algorithm also suffers from false alarm rate.

Ung-Keun et al. [Cho 2006] proposed an evolutionary algorithm for image enhancement
and impulse noise reduction. The method uses the genetic algorithm to find a filter set for
reducing impulsive noises in digital images. The salt-and-pepper noise is used to corrupt the
digital images while the algorithm works to suppress the noise from Lena image. There are
m number of filters available, the number of possible ordered subsets of n filters is mn. This
technique finds the proper type and order of filters using genetic algorithm. The operators
of the genetic algorithm such as encoding, fitness evaluation, selection, cross over, mutation
and elitism strategy are properly maintained in the algorithm to find the optimal solution.
To find the filters which will be used for the search algorithms is difficult to determine. That
is why the algorithm is not so meaningful.

To remove random-valued noises from the digital images a directional weighted median
filter (DWM) [Dong 2007] is proposed by Dong and Xu. This filter uses a new impulse de-
tector, which is based on the differences between the current pixel and its neighbors aligned
with four main directions. In the filtering stage, it continues to use the information of the
directions to weigh the pixels in the window to keep the image details. It considers a 5 × 5
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window. Then it considers the four directions: horizontal, vertical and two diagonals. Each
direction there has 5 pixel points. It then calculates the weighted difference in each direction
and takes the minimum of them. The minimum value is thresholded against a value and if it
is larger than the value then it is detected as noisy pixel otherwise it is noise free. In filtering
phase, it finds the standard deviation in all four directions. As the standard deviation defines
the tightness of the pixels around the mean in the set of pixels, so the pixels aligned in the
direction are the nearest to each other. So the center value needs to close to them. Now
it finds the weighted median value, assigning extra weight on the direction where standard
deviation is minimum and replaces the noisy one with this median value. It is an iterative
method. This method requires 8 to 10 iterations. It gives the good performance when noise
level is also high.

Srinivasan et al. [Srinivasan 2007] proposed a decision-based algorithm for removal of
impulse noises in digital images. The algorithm removes corrupted pixel by the median
value or by its neighboring pixel value. The proposed method removes the noise effectively
at noise level as high as 90% and preserves the edges. In the detection phase it decides
for a pixel by checking whether the value of the center test pixel lies within the minimum
and maximum intensity range of the selected window. If it lies within this range then it is
said to be noise free pixel otherwise it is classified as noisy. if the test pixel is detected as
noisy then it is replaced by median value of the test window or by its neighboring value.
If the noise density is high, then the pixel processed is replaced by the previously adjacent
neighbor pixel value in position of the median value. The algorithm shows stable perfor-
mance across noise densities up to a high range. The limitations of the algorithm is that is
it cannot perform well for both the noises types fixed valued noise and random valued noises.

Low et al. [Teck 2008] proposed an extended model on removing Gaussian noise in me-
chanical engineering drawing images using median filters. An extended study is performed
on the effect of different factors on the quality of vector data. For the noise cleaning meth-
ods, it uses median filters and its variants. In case of vectorization factor, the best available
commercial raster to vector software is namely VPstudio, which is used to convert raster
images into the vector format. The performance is tested based on the objective evaluation
criteria. But it cannot deal with other types of noises.

Borisov [Borisov 2008] proposed a optimal filtration method against noises in signal fre-
quency at the frequency detector output against flicker noises with the power spectral density
is considered. In a stationary approximation, a simple fractionally rational model of the spec-
tra of frequency finite-power flicker noises is given. The optimal impulse response function
of the device, which ensures an effective, unbiased, and consistent estimate of the parameter
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with regard to the edge effects at the ends of the measurement interval and the optimal
frequency estimate variance are obtained.

Sa et al. [Sa 2009] proposed an operator for removal of random-valued noise based on
second order difference based median filter (SODM). This filter uses a 3 x 3 window and
which is based on the differences between the current pixel and its neighbors aligned with
four main directions. After impulse detection, it not only simply replace noisy pixels identi-
fied by outputs of median filter but also continue to use the information of the four directions
to weight the pixels in the window in order to preserve the details as removing noise. It con-
siders the four directions as horizontal, vertical and two diagonals. In each direction there
are two end pixel points. It then calculates the absolute differences in each direction from
the test pixel and takes the minimum of them. The minimum value is thresholded to detect
a noisy pixel. In filtering phase, it again calculates the absolute differences in each direction
between the end pixels in four directions. In the similar way like DWM it selects a direction
for which absolute difference is minimum among the four and the gives more weight to those
directional pixels. As the center value should also be close to them. Now it calculates the
weighted median, giving extra weight on that direction in which absolute difference is small
and replaces the noisy pixel with this median value. It performs well and operates iteratively
under low noise level.

Haixiang et al. [Xu 2009] proposed an adaptive fuzzy switching filter that adopts a
fuzzy logic approach for the enhancement of images corrupted by impulse noise. In order
to achieve optimal detail preservation, the maximum-minimum exclusive median method
has been adopted to estimate the current pixel. By making convolution operation with the
Laplace operator it first gets four convolutions. The minimum one is selected and compared
with a threshold value to classify the test pixel. Then it estimates the corrupted pixel by
using maximum-minimum exclusive median method to the current pixel. Eventually a fuzzy
switching method is proposed by the authors to filter the noisy pixels to a great extent. This
method can effectively suppress the salt-and-pepper noises in digital images. Although the
method is not tested for other types of impulsive noises.

Xuan et al. [Guo 2009] proposed an adaptive hybrid filtering method for removing im-
pulse noise in color images. It combines a group of sigma vector median filters with different
thresholds with a filter based on neuro-fuzzy system for color image processing. The first
subunit of the filter is six sigma vector median filters, outputs oh which are used as optimum
initial points to input the second subunit constituted by a simple Sugeno-type neuro-fuzzy
system, and then the optimized result is obtained from the output of the second subunit.
The parameters of the neuro-fuzzy model are automatically tuned and fixed by a learning
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method based on genetic algorithm. From thr results it is seen that the design of the proposed
hybrid filter has met the requirement of removing impulse noise along with preserving details.

Mandal et al. [Mandal 2010] proposed a modified directional weighted median filter for
removal of random valued noises in digital images. This operator calculates the differences
between the center pixel and its neighboring pixels in the four main directions in the 5 × 5
window of the test pixel. The minimum of these four direction indices are used for impulse
detection. On classifying the test pixel as noisy, the filtering method replaces the noisy pixels
by median values of the window depending upon four directions. Standard deviation followed
by median operations are performed on the 5 × 5 window based pixels to get the resultant
value. This performs well but when the noise density is higher than 60% the operator suffers
to outperform the other operators in the literature.

An improved neural network based filter proposed by Chao et al. [Deng 2010] for removal
of impulses, where a neural network is used to detect the noisy pixels and then distinguish it
from noise-free pixels. The noisy pixels are then replaced by the suitable pixel value which
has the most local similarity. Finally the output is the mixture of the noise free pixels and
the suitable pixel. The noise is experimented in this algorithm is salt-and-pepper noise with
uniform distribution. So each pixel has equal chance of getting 255 to 0 or 0 to 255. A 3 × 3
window is selected to pass through the entire image region. The median value of the window
is used as input values to the neural networks. A different back propagation method is used
in this algorithm rather than gradient descent optimization approach. The noisy pixels are
classified based on the local similarity measure.Based on the classification the noisy pixel is
replaced by the original pixel value and the median value by a fuzzy switching method. The
algorithm performs excellent for salt-and-pepper type impulsive noise but may be tested for
other types of impulse models.

Nasimudeen et al. [Nasimudeen 2010] proposed a noise detection algorithm for impulse
noise removal, called the boundary discriminative noise detection by elimination (BDNDE),
which retains the good characteristics of the BDND filter [Ng 2006] while suppressing noise.
To determine whether a pixel is corrupted or not, the algorithm first sets the minimum and
maximum boundary (threshold) values based on the localized window centered on the pixel.
The thresholding method tries to achieve low false alarm and miss detection rate when the
noise is RVN. The experiments are conducted on gray scale images under a wide range (from
10 to 90%) of noise corruption. this algorithm outperforms the BDND median-based filters,
in terms of suppressing impulse noise while preserving image details. The method is algo-
rithmically simple and faster, compared to existing BDND. Firstly it imposes a 21 × 21 test
window where the center pixel is the test pixel. It then finds the maximum and minimum
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However it may be tested with other noise models also.

Moacir et al. [Ponti-Jr 2013] proposed a three dimensional image restoration algorithm
based on extrapolation and deconvolution. The fluorescence microscopic images have to deal
the effect of blurring and photon noise simultaneously. Their combined effects corrupt the
images by inserting elements that do not belong to the real object and distort the contrast
of the image apparently. This obstructs the way of using the images for visualization, recog-
nition and analyzing to use the three dimensional data. The algorithms developed in this
citation are to restore the lost frequencies and perform band extrapolation in an additive
noise circumstance. This algorithm presents a restoration approach through band extrapo-
lation and deconvolution that deals with the noise.

Nasri et al. [Nasri 2013] proposed a switching non-local means (SNLM) filter for high-
density salt and pepper noise reduction. First the noises are classified based on the their
values which must be the extreme gray scale of the image. Then, at the filtering stage, the
noise-free pixels remain unchanged and noisy pixels are restored using a modified non-local
mean filter. To calculate the weights of the filter, only noise-free pixels are considered.

Some most recent and powerful techniques deal with all types of impulses, including
fast and efficient decision-based algorithm (EDBA) for removal of high density of impul-
sive noises [Srinivasan 2007], an improved decision based algorithm for impulse removal
(IDBA) [Nair 2008], a switching median filter with boundary discriminative noise detection
for extremely corrupted images (BDND) [Ng 2006], directional switching median filter using
boundary discriminative noise detection by elimination (BDNDE) [Nasimudeen 2010] and a
fuzzy-based decision algorithm for high-density impulse noise removal (FBDA) [Nair 2012].
EDBA takes less processing time and shows good edge preserving quality but smooth tran-
sition among pixels are lost. IDBA has been proposed to overcome this problem, which
also suffers when the noise density is high. To overcome this problem for higher noise level
BDND has been devised which also suffers from high miss and false detection rate at random
valued impulse noise with higher time complexity. BDNDE has been proposed to overcome
the drawbacks of BDND which eliminates the problems but cannot preserve the fine edge
details. FBDA was proposed to eliminate all the above problems of the existing filters but
still the noise detection rule of FBDA is not strong and subsequently it suffers from sensi-
tivity and specificity issues.

Although there exists number of median and mean based filters discussed so far, a num-
ber of soft computing based filters have also been proposed in the literature such as FIRE
operators [Russo 1999b], Recursive neuro-fuzzy filter [Russo 1999a], topological median fil-
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ter [Senel 2002], Fuzzy based noise reduction filter [Van De Ville 2003], Neuro-fuzzy oper-
ator based filter [Yuksel 2003], Adaptive fuzzy switching filter, Resilient neural network
based filter [Besdok 2004], Adaptive neuro-fuzzy inference interpolant filter [Besdok 2005],
Neuro-fuzzy edge detection based noise filter [Yuksel 2005], Fuzzy logic based robust filter
[Choi 1997], etc.

Various filters discussed so far have the disadvantage because of removing thin lines,
removing thin edges, blurring image fine textures in the image during the noise removal
operation. Moreover, the performance of the filters depend on the user parameters, tuning
parameters such as noise density, pixel weighting value, impulse detection threshold, etc.
These values are heuristically determined and externally supplied by the user for each indi-
vidual image or noise density as there is no analytical method to get the optimal value of
such parameters for a particular denoising experiment.

Although all the spatial filters perform well on digital images but they have some con-
straints regarding resolution degradation. These filters operate by smoothing over a fixed
window and it produces artifacts around the object and sometimes causes over smoothing
thus causing blurring of image. Wavelet transform is most suitable for performance because
of its features like sparsity, multiresolution and multiscale natures. All frequency filters can
also be implemented in the spatial domain and, if there exist a simple kernel for the desired
filter effect, it is computationally less expensive to perform the filtering in the spatial do-
main. Frequency filtering is more appropriate if no straightforward kernel can be found in
the spatial domain, and may also be more efficient.

2.2 Denoising in Frequency Domain

Signals do not exist without noises. There are many cases in which the noise corrupts the
signals in a significant manner, and it must be removed from the data in order to proceed
with further data analysis. The process of noise removal is termed as signal denoising. Ex-
ample of a noisy signal and its denoised version can be seen in Fig. 2.4. It is seen that
the noise adds high-frequency components to the original signal which is smooth. This is
a characteristic effect of noise. Although the term signal denoising is usual, it is devoted
to the recovery of a digital signal that has been contaminated by additive white Gaussian
noises (AWGN) and Poisson noises. There is a wide range of fields where denoising is very
important. Examples are medical image or signal analysis, data mining, radio astronomy
and there are many more. For example, noise removal in medical signals requires specific
care, since denoising which involves smoothing of the noisy signal (e.g., using low-pass filter)
may cause to loose of fine details. There are many approaches in the literature for the task
of denoising in frequency domain.

Somnath Mukhopadhyay, University of Kalyani, India



2.2. Denoising in Frequency Domain 38

Figure 2.4: A noisy sine wave and its denoised version (solid line)

The Fourier transform is analyzed to find the frequency components of the signal. How-
ever, the Fourier transformation is taken over the whole time axis, it is not possible to say
in what instant a particular frequency rises. Short time Fourier transformation (STFT) op-
erates on sliding window to find the spectrogram, to give the information on both time and
frequency. But the length of window minimizes the resolution in frequency domain. Wavelet
transform seems to be a solution to this problem. Wavelet transforms are tiny wavelets with
limited time duration. In the thesis, the wavelet based denoising techniques are surveyed
and a novel algorithm based on wavelet transformation has been proposed.

The first literature that relates to the wavelet transform is Haar wavelet, proposed by the
Alfrd Haar in 1909. Before 1985, Haar was only the orthogonal wavelet transform. Many
researchers felt the situation that no orthogonal wavelet except Haar wavelet exists. As more
and more scholars joined in this field, the first international conference was held in France
in 1987. In 1988, Stephane Mallat and Meyer devised the theory of multiresolution analysis.
At the same year, Daubechies constructed the compact support orthogonal wavelet. In 1989,
Mallat proposed the fast wavelet transformation.

The development of wavelet transforms over last decades revolutionized modern signal
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and image processing, especially in the field of signal denoising. During the 1990s, the field
was dominated by wavelet shrinkage and wavelet thresholding methods by Donoho et. al
[Donoho 1995c, Donoho 1994, Donoho 1995a, Donoho 1995b, Donoho 1995d, Mallat 2009,
Tsai 2002, Mallat 1989].

The denoising problem in wavelet domain is formulated as follows:

f̂ = min
f
||f̂ − f ||2 (2.8)

Suppose, there are n noisy samples of a function f given in (2.9)

(a) (b)

Figure 2.5: Signal f and its noisy version y

yi = f(ti) + σεi,= 1...n (2.9)

where εi are iid N(0,1) and the noise level σ may be known or unknown. The visual repre-
sentation of this is given in Figure 2.5. The goal is to recover the underlying function f from
the noisy data, y = (y1, ..., yn), with small error, when the criterion is the mean squared
error. In other words, it is needed to find a function f̂ which satisfies the equation given in
(2.8), where f̂ = f̂(y). Wavelet thresholding is commonly used for denoising because of its
ease of implementation and simplicity.

Numbers of techniques based on transform domain have been reported in the literature.
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Zhong Hua et. al [Hua 1997] proposed a wavelet based denoising algorithm to remove the
background noise in medical images. The forward wavelet transformation is applied to the
original image. Donoho’s soft thresholding method is applied to the wavelet coefficients to
suppress the noise. Subsequently the Wavelet coefficients are reconstructed through inverse
wavelet transformation. An adaptive least squared error clustering is applied to the inverse
image to get a bi-level image. Then the contour and mask of the image are obtained by
the chain coding of the object. The mask is applied to the original image where the pixels
outside the mask are assumed as background noises and those are removed eventually. The
algorithm is applied to various medical images and an efficient comparative analysis is pre-
sented. Several medical images such as heart and bone images are tested by the algorithm
and hence algorithm is effectively validated.

Crouse et al. [Crouse 1998] developed a framework for statistical signal processing based
on wavelet domain hidden markkov models (HMM). This model described the non Gaussian
statistics of each wavelet coefficients and relate the statistical dependencies between the co-
efficients effectively.

Kingsbury et al. [Kingsbury 1999] proposed the 2D dual tree complex wavelet which sat-
isfies these requirements effectively. But this method is less efficient for motion estimation
since the motion information is related to the coefficient phase, which is nonlinear function
of estimation.

P.E Tikkanen [Tikkanen 1999] proposed a nonlinear wavelet and wavelet packet denoising
algorithm for electrocardiogram (ECG) signal. It is a non-linear denoising approach through
soft and hard thresholding methods simultaneously, in which thresholds are chosen using
four different techniques. Coiflet wavelet and wavelet packet functions are used to build up
the dyadic wavelet and optimized wavelet packet decompositions. The localization of the
denoising error value within the cardiac cycle was given by visual inspection of the denoised
signal and extracting the error measures during the QRS-complex. This method involves the
quantitative comparison of several denoising approaches by means of optimized error mea-
sures and inspection of the denoised ECG signal and the error signal. Results given in the
paper shows that the wavelet based denoising algorithm is more efficient than wavelet packet
approaches in all cases, but with the heuristic SURE threshold function as hard thresholding
for white noises performs better in terms of Mean Square Error. Here the denoising errors
are concentrated within the QRS-area when the wavelet approach is employed but soft and
hard thresholding show balances in denoising the high-frequency parts of an ECG.

Cai and Silverman [Cai 2001] proposed a wavelet thresholding method which takes the
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immediate neighboring coefficients into account to form the threshold. This method obtained
better denoising results than the conventional pixel by pixel method, as reported in the paper.

Xiao-Ping [Zhang 2001] proposed a type of thresholding using neural network for adap-
tive noise reduction. An improved version of soft and hard thresholding functions are devised
to serve as the activation function of the Thresholding Neural Network. Proposed threshold-
ing functions are infinitely differentiable. By using this, gradient-based learning algorithm
becomes more effective. The optimal solution of the thresholding neural network in a mean
square error (MSE) sense is discussed. The performances of both soft and hard thresholding
are analyzed in the algorithm in linear noise reduction method. Gradient-based adaptive
learning algorithms are used and presented to obtain the optimal solutions for noise re-
duction. The algorithms adopted supervised and unsupervised batch learning as well as
supervised and unsupervised stochastic learning. The thresholding neural network with the
stochastic learning algorithms is used as a nonlinear adaptive filter. The results given for
the thresholding neural network show optimal solutions of thresholding methods in terms of
MSE and outperform other noise reduction methods.

Vladimir et al. [Cherkassky 2001] proposed an comparative study of several wavelet-
denoising methods applied to the problem of removing myopotential noise from the observed
noisy ECG signal. It compares the denoising accuracy of several wavelet thresholding meth-
ods such as VISU, SURE and soft thresholding algorithms and a new thresholding approach
based on Vapnik-Chervonenkis (VC) [Vapnik 1995] learning theory. It indicated that the
VC-based wavelet approach is superior to the standard thresholding methods as it achieves
higher denoising accuracy in terms of both Mean Square Error measure and visual fidelity.

Lin et al. [Lin 2003] proposed an image compression and denoising method through a
non-separable wavelet approximation. In this algorithm an application of two-dimensional
non separable wavelet approximation to is applied the task of image denoising and image
compression. The algorithm consists of two-dimensional non separable scaling function in-
terpolation to perform image compression and image denoising. The comparison results
with the separable counterparts it shows that the algorithm have some improvements and
advantages of two-dimensional non separable scaling function interpolation. Extensive ex-
perimental results are studied in this algorithm based on the test images Lena and Goldhill
and the restoration results show better performance in terms of PSNR (dB) compared to
most of the state-of-the-art methods.

The idea of neighboring wavelet thresholding has been developed by Chen and Bui
[Chen 2003] in the multiwavelet scheme. From the results it is seen that neighbor mul-
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tiwavelet denoising outperforms the neighbor single wavelet denoising [T.D.Bui 1998] for
some test images and real time signals.

Kim et al. [Kim 2004] proposed a wavelet based algorithm to detect shared congestion.
This technique proposes a signal processing method i.e., wavelet denoising, to separate queu-
ing delay caused by network congestion from various delay variations. It shows that when
detecting shared congestion of paths with a common endpoint, this technique provides faster
convergence and higher accuracy while using fewer packets than previous techniques, and
that it also accurately determines when there is no shared congestion. Congestion control
helps the endpoints fairly and efficiently to share network resources. Better utilization of
network resources through congestion management algorithms is done by determining two
different flows between shared congested links. This can be used to implement cooperative
congestion control or improve the overlay topology of a P2P system. The earlier techniques
to detect shared congestion were either assuming a common source or destination node, drop-
tail queuing, or a single point of congestion. It proposes a technique which is applicable to
any pair of paths on the Internet, without such limitations.

Cheng et al. [Cheng 2004] proposed a image denoising method using wavelet and support
vector regression. This algorithm described a method for the suppression of noise in image
by fusing the wavelet denoising technique with support vector regression (SVR). Based on
the least squares support vector machine (LS-SVM), this denoising operator is used in the
wavelet domain. The simulated noisy images are used to evaluate the denoising performance
of the devised algorithm along with the other wavelet-based denoising algorithms. The re-
sults show that the denoising method outperforms standard wavelet denoising techniques on
the basis of the signal-to-noise ratio (PSNR (dB)) and the edge information is preserved in
most the cases. It also obtains better performance than the median filter.

Neelamani proposed ForWardD [Neelamani 2004] method which obtains better denois-
ing results than the traditional denoising methods based on Wiener filtering. It can perform
in boxcar smoothing while the images are with low noise density. This method does not
perform well for other noises.

Donoho proposed WaveD [Donoho 2004] which deals with the natural representation of
the convolution operator in the Fourier domain as well as the typical characterization of
Besov classes in the wavelet domain. This method has the disadvantage of not performing
well on tuning parameters independently.

Ghazel et al. [Ghazel 2005] proposed a localized wavelet thresholding strategy which
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adopts context-based thresholding operators. The earlier wavelet thresholding methods, such
as VisuShrink [Donoho 1994], LevelShrink [Chang 2000b] and BayesShrink [H.Chipman 1997,
S.Chang 2000], apply the conventional hard and soft thresholding operators and only dif-
fer in the selection of the threshold. The earlier soft and hard thresholding operators are
point operators in the sense that only the value of the processed wavelet coefficient is taken
into consideration before thresholding. In this work, it is shown that the performance of
some of the standard wavelet thresholding methods can be improved by applying a local-
ized, context-based, thresholding strategy instead of the conventional thresholding operators.
Four different test images such as Lena, Boat, Peppers and Sanfrancisco images are corrupted
by AWGN with varying noise density σw = 10 to 40 with the bayes shrinking method. Re-
sults obtained with the improved Bayes shrinking methods are satisfactory.

Chen et al. [Chen 2005] proposed a noise suppression method which considered a square
neighborhood window to customize the wavelet filter threshold for image denoising. They
remove impulses from the images effectively.

Toprak et al. [Toprak 2006] proposed a suppression technique of impulse noises in the
medical images based on fuzzy adaptive median filter. It is a rule based fuzzy filter for re-
moval of highly impulse noises in medical images known as rule based fuzzy adaptive median
(RBFAM) Filter. The RBFAM filter is a version of adaptive median filter (AMF) and it is
presented to reduce noises of images corrupted with additive impulse noise. The filter works
in three stages. Two of those steps are fuzzy rule based and last one ios based on standard
median and adaptive median filters. The filter can preserve image details better then AMF
while suppressing additive salt and pepper or impulsive noises. In the algorithm the pref-
erence is based on the bell shaped membership function rather than triangular membership
function obtain better results. the results given indicates that the proposed filter is further
promising with improved fuzzy based rules to reduce more noises and to remove salt and
pepper noises effective than AMF filter.

Qi-ming [Ma 2006] presented a Genetic Algorithm (GA) based on wavelet transform
threshold shrinkage (WTS) method. The translation invariant thresholding and shrinking
(TIS) is proposed here with the method of noise reduction, as the parameters used in WTS
and TIS, such as wavelet function, decomposition levels, hard or soft threshold and threshold
can be selected automatically. This method finds better solution by comparing two noise
reduction methods in terms of their denoising performances, computation time, etc. The
effectiveness of these methods introduced in this algorithm to validate the results of the
simulated and real signals.
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Bacchelli et al. [Bacchelli 2006] proposed an image denoising technique using the princi-
pal component analysis in the wavelet domain. It is proposed for removal of the Gaussian
noise from digital images, based on the combination of the wavelet packet transform and the
principal component analysis. The aim of denoising method is to retain the energy of the
signal while discarding the energy of the noise, so to construct powerful tailored filters by
applying the Karhunen Loeve transformation in the wavelet packet domain, so it obtains a
compaction of the signal energy into a few principal components, while the noise is spread
over all the transformed coefficients. To act with a suitable shrinkage function on these new
coefficients to remove the noise without blurring the edges and the image fine textures.

Schulte et al. [Schulte 2006] proposed a fuzzy based wavelet shrinking for image denoising
method. The usage of a fuzzy set theory in the domain of image enhancement using wavelet
thresholding is widely used now-a-days. It devises a simple but efficient new fuzzy wavelet
shrinkage method where a fuzzy variant of a probabilistic shrinkage method for reducing
adaptive Gaussian noise from digital grey scale images is used. The results show that the
proposed method can be efficiently and rapidly remove additive Gaussian noise from digital
grey scale images. The quantitative and qualitative restoration results obtained using the
proposed method outperforms the state-of-the-art fuzzy and non-wavelet denoising methods
and the method is also is compared with some of the recent but more complex wavelets
methods.

Feng et al. [Feng 2006] proposed the application of wavelet neural network (WNN) with
orthonormal bases in digital image denoising. By considering the image fuzzy generated in
the process of image denoising in spatial field the image denoising method based on wavelet
neural network with orthonormal bases is proposed in this algorithm. The denoising principle
and construction method of orthonormal wavelet network is also discussed in this algorithm.
In is algorithm the neural network based optimization has been done through wavelet mul-
tiresolution analysis theory and the adaptive image denoising method is accomplished. Mul-
tiresolution learning algorithm followed by wavelet neural network based denoising method
on multiresolution learning is performed. The simulation experiments based on median fil-
tering, adaptive median filtering and wavelet neural network with orthonormal bases are
used separately in the denoising performance for contaminated images. The restoration re-
sults show that the image denoising method based on orthonormal wavelet neural network
improves to the traditional denoising methods on the basis of the image quality and it also
decreases the image ambiguity to some extent.

Eslami et al. [Eslami 2006] proposed a translation invariant contourlet transformation
and its application to image denoising. Most sub-sampled filter banks suffer with the feature
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of translation invariant, which is used in denoising applications. The methods have been
developed to convert a general multichannel, multidimensional filter bank to a correspond-
ing translation-invariant (TI) framework. In particular, a generalized algorithm has been
proposed which is an extension of the algorithm introduced for 1-D wavelet transforms. The
TI contourlet transform (TICT) has been constructed. To reduce the high redundancy and
complexity of the TICT, semi translation-invariant contourlet transform (STICT) has also
been used. An adaptive bivariate shrinkage scheme to the STICT has been used to achieve
an efficient image denoising approach. Experimental results demonstrate the benefits and
potential of the denoising technique.

Li et al. [Li 2007] proposed subband and spatially adaptive thresholding method for re-
moving noises as well as to preserve the image fine textures. One of the imaging applications
such as the ultrasound or Synthetic Aperture Radar (SAR) images, the texture features are
used to illustrate the geological formation or biological tissue at that spatial location. There-
fore to remove noises from these texture images, it is essential that the local texture details
characterizing the geological formation or tissue type are not lost. For preprocessing of these
images, the operator usually should have prior knowledge of the type of textures to preserve
it in the image. This prior knowledge is exploited to implement a spatially-adaptive and
subband-adaptive wavelet thresholding method that denoising the texture images while pre-
serving the characteristic features in the textures as well. The proposed algorithm involves
three stages: firstly the texture characterization, secondly the texture region identification
system training and lastly the texture region identification and denoising. In the first stage,
the texture features to be preserved are characterized by the subband energies of the wavelet
decomposition details at each level. Then the energies of the characteristic subband are
used as inputs to train the adaptive neural-fuzzy inference system (ANFIS) classifier for
texture region identification. Finally, the texture regions are identified by the ANFIS and
the subband-adaptive Bayes Shrink threshold is adjusted locally to obtain the proposed
spatially-adaptive and subband-adaptive threshold.

Zhang et al. [Zhang 2007] proposed an image denoising method based on wavelet with a
support vector machine. The least square support vector machine (LS-SVM) is a modified
version of SVM, which uses the equality constraints to replace the original convex quadratic
programming problem. Consequently, the global minimizer is much easier to obtain in LS-
SVM by solving the set of linear equation. LS-SVM has shown to exhibit excellent classifi-
cation performance in many applications. In this algorithm a wavelet-based image denoising
using LS-SVM is proposed. The wavelet coefficients are divided into two classes (noisy co-
efficients and noise free coefficients) by LS-SVM training model. Finally, all noisy wavelet
coefficients are relatively well denoised by soft-thresholding method. The experimental re-
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sults demonstrate that this method obtains better performances in terms of both subjective
and objective evaluations than those of the state-of-the-art denoising techniques.

Bruni et al. [Bruni 2008] proposed an image denoising method using the similarities in
the time-scale plane. It presents a denoising method that recognizes similarities in the im-
age through the time scale behavior of wavelet coefficients. The details of the wavelet are
represented as linear combination of atoms whose center of mass traces trajectories in the
time scale plane. The distances among the atoms, the ratios of their amplitudes and the
differences of scales are the parameters which are used for defining similarities in the image.

Chen et al. [Chen 2008] proposed a denoising of a natural image corrupted by the Gaus-
sian white noise is a classical problem in image processing. Here, a new image denoising
method is proposed by using three scales of dual-tree complex wavelet coefficients. The
dual tree wavelet transformation is suitable for its shift invariance and directional selectivity
features, which are important in image denoising. Results show that the technique is very
competitive in nature when compared with other denoising methods.

Deng et al. [Deng 2009] proposed an impulse noise removal technique which is based on
wavelet based neural network, is applied to restore digital images corrupted by impulse noise.
Firstly the wavelet neural network is used to detect the noisy pixels and to distinguish it from
noise free pixels. Secondly the noisy pixels are classified again by corresponding thresholding
and assigning the coefficients. Lastly the median filter is combined with the coefficients for
the restoration of the noisy pixels. This method can used to effectively eliminate the impulse
noise while preserving image fine textures.

Krommweh et al. [Krommweh 2009] proposed directional haar wavelet frames on tri-
angles for denoising the Gaussian noise in digital images. The earlier wavelet based filters
are not very effective in dealing with images which contain oriented discontinuities (edges)
in the images. To achieve a more efficient representation the algorithm used basis ele-
ments with much higher directional sensitivity. In the recent past years, several operators
like curvelets and shearlets have been devised to provide essentially optimal approximation
properties for images that are piecewise smooth and have discontinuities along C2 curves.
While curvelets and shearlets have compact support in frequency domain, it constructs the
directional wavelet frames generated by functions with compact support in time domain.
This Haar wavelet transformation or constructions can be used as a special composite di-
lation wavelets, which are being based on the generalized multiresolution analysis (MRA)
associated with a dilation matrix and a finite collection of ’shear’ matrices. Based on the
multiresolution analysis (MRA) structure it provides an efficient filter bank algorithm for
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image denoising.

Alajlan [Alajlan 2010] proposed a novel recursive algorithm for denoising the digital im-
ages while preserving the image fine details. To remove the impulse noises from the digital
images without removing the fine details of the image is a major problem in the field of
image processing. There are a large number of filter set in the literature those deal with the
problem of image denoising. Most of the state-of-the-art filters which removes the impulse
noise is usually performed in two main stages: detection and estimation. It shows that the
algorithm can take any impulse noise removal approach where the noise detection and esti-
mation processes grow separately and then enhance its detail preservation capability in the
digital images. Unlike the traditional recursive implementations which perform sequentially
in row by row scanning, the denoising algorithm maximizes the contribution of noise-free
neighbors in detecting and correcting the noisy pixels.

Binh et al. [Binh 2010] proposed a computationally efficient approach for denoising the
images which are corrupted by additive Gaussian noise. Here, a relatively recent category of
stochastic global optimization technique i.e., particle swarm optimization (PSO) technique
has been devised for learning the parameters of adaptive thresholding function required for
optimization of image denoising algorithm. The PSO-based denoising approach can speed
up the optimization algorithm and can improve the performance the denoising performance
in comparison with wavelet transform based thresholding neural network (WT-TNN) algo-
rithm. The results obtained by the algorithm shows good noise removal and edge preservation
performances in bior 6.8 wavelet filter when compared to db8 wavelet filter.

Aravind et al. [Aravind 2010] proposed a wavelet based image denoising method with
optimal thresholding technique. Among the VisuShrink and SureShrink for removing the
Gaussian noises from the digital images, the VisuShrink is a simple and effective meth-
ods but it has the disadvantage that it smoothes the images because of the big universal
threshold value. The disadvantage of the SureShrink is that it chooses subband independent
threshold value for each subband. The NeighShrink is better thresholding technique than
the VisuShrink and SureShrink in terms of the thresholding. The NeighShrink is improved
in this algorithm by determining the optimal threshold and neighboring window size for each
of the subband using Stein’s Unbiased Risk Estimator. The results show that the algorithm
performs better than the unmodified version of NeighShrink, VisuShrink and SureShrink.

Binh et al. [Binh 2010] proposed an adaptive wavelet technique for medical image de-
noising. The filter is based on the second derivative of Gaussian filters methods, and in par-
ticular generalizes an adaptive method proposed earlier by R.Duits [Duits 2003]. It devises
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a method which is based on the steerable complex wavelet construction. This is an improve-
ment over the operators such as ForWaRD [Neelamani 2004] and WaveD [Donoho 2004].,etc.

Wang et al. [Wang 2010] proposed a wavelet-based image denoising using least squares
support vector machine. The least squares support vector machine (LS-SVM) is a modified
version of SVM, which uses the equality constraints to replace the original convex quadratic
programming problem. LS-SVM has shown to exhibit excellent classification performance
in many applications. The wavelet-based image denoising using LS-SVM is proposed here.
Firstly, the noisy image is decomposed into different subbands of frequency and orientation
responses using the wavelet transform. Secondly, feature vector for the noisy pixels are
formed by the spatial regularity in the transformed domain, and the model is obtained by
training process. Then the wavelet coefficients are divided into two classes (noisy coefficients
and noise-free ones) by LS-SVM training model. Finally, all noisy wavelet coefficients are
relatively well denoised by soft-thresholding method.

Yang et al. [Yang 2010] proposed an adaptive non-local means filter for denoising live
cell images and to improve the particle detection strategy. The fluorescence imaging of
dynamical processes in live cells often results in a low signal-to-noise ratio (PSNR (dB)).
The algorithm presents a feature-preserving non-local method to denoise such fluorescence
images to improve feature recovery and particle detection performance. Most commonly
used non-local filter is not the optimal algorithm for noisy biological images which contains
small features of interest because the noise image prevents accurate determination of the
correct coefficients for averaging, leading to over-smoothing and other artifacts. The adap-
tive method of solving this problem by constructing a particle feature probability image,
which is based on Haar-like feature extraction. The particle probability image is then used
to improve the estimation of the correct coefficients for averaging. It justifies that the filter
achieves better peak signal-to-noise ratio (PSNR (dB)) while denoising the images and it
achieves better capability in identifying weak particles when applied to synthetic data. This
approach of denoising to live-cell images results in enhanced detection performance of end
binding protein 1 foci on dynamically extending microtubules in photo-sensitive Drosophila
tissues. It shows that the feature-preserving non-local filter can reduce the threshold of
imaging conditions required to obtain meaningful data.

Chou et al. [Chou 2011] proposed a thresholding technique based on wavelet denois-
ing method for Hydrological Data Modeling. A novel framework has been developed for
considering wavelet denoising in linear perturbation models (LPMs) and a simple linear
model (SLMs). Rainfall and runoff time series data are decomposed using discrete wavelet
transformation to acquire approximate and detailed rainfall and runoff signals, respectively,
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at multiresolution levels. At each subband of the wavelet decomposition level, the thresh-
old quantifications are performed by setting the values of a detailed signal below a certain
threshold to zero. The denoised rainfall and runoff time series data are obtained from the
approximation at the final resolution level and processed detailed signals using threshold
quantification at all resolution levels of rainfall and runoff, respectively, by wavelet recon-
struction. The data are applied to the SLM and then regarded as the smooth seasonal mean
employed in the LPM. The noise, i.e., original time series value minus denoised time series
value, is employed as the perturbation term in the LPM. Moreover, a linear relationship be-
tween input and output noise is assumed. The denoised runoff and estimated noise of runoff
are summed to estimate overall runoff in the LPM. The method is verified by the accuracy
of the method, daily rainfall runoff data are analyzed for an upstream area of the Kee-Lung
River. The quantitative results obtained demonstrate that wavelet denoising enhances rain
fall runoff modeling precision for the LPM.

Hilton et al. [de Oliveira Mota 2011] proposed a partial discharge signal denoising method
with spatially adaptive wavelet thresholding and support vector machines. In this algorithm
an improved method for denoising partial discharge (PD) signals is presented. The method
is based on the wavelet transformation (WT) and support vector machines (SVM). It is dif-
ferent from other WT-based denoising strategies in the sense that it exploits the high spatial
correlations presented by PD wavelet decompositions as a way to identify and to select the
relevant coefficients. PD spatial correlations are characterized by Wavelet modulus maxima
propagation along decomposition levels (scales), which is a strong indication of the time-of-
occurrence. The task of denoising is performed by identification and separation of partial
discharge signal related to maximum lines by an SVM pattern classifier.

Dong et al. [Guo 2011] proposed the application of Contourlet transformation for image
denoising. Coutourlet is a real representation of two dimensional image. The transformation
is consisted with two layer filters: Laplacian pyramid transform is used to realize multiscale
or multiresolution decomposition and multi direction decomposition can be implemented by
directional filter bank. The Contourlet transformation can realize multiresolution and multi-
direction decomposition flexibly and grasp essential character of the images. Compared to
the curvelet transformation, the contourlet transformation presented by digital conversion of
discrete domain first, and then extended to continuous domain and analyzed on its properties.

Ming et al. [He 2011] proposed an anisotropic wavelet based image denoising using multi
scale products. The denoising algorithm is based on anisotropic wavelet transform (AWT)
using multiscale products. Before denoising, the noisy images are first decomposed by the
anisotropic wavelet. The multi decomposition product threshold is then applied to the mul-
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tiscale products of the AWT coefficients instead of directly to the AWT coefficients. Since
the multiplication operation amplifies the significant features and dilute noise, the method
reduces speckle effectively while preserving edge structures.

Xiao et al. [Xiao 2011] proposed a comparative study on thresholding methods in wavelet
based image denoising. The study explored properties of several representative thresholding
techniques in wavelets denoising, such as VisuShrink, SureShrink, BayesShrink and Feature
Adaptive Shrinkage.

Junfeng et al. [Li 2011a] proposed an adaptive image denoising algorithm based on cor-
relativity. The first method distinguishes the noise spots according to the relations between
the grey coefficients of incidence matrix which are calculated between the noise image and
the mean image and the threshold value. The second one calculates the values of the noise
spot according to the correlativity coefficients which is calculated between the noisy image
and the mean image on the 3 × 3 template and realizes the adaptive weighted image de-
noising. The results given in this article show that the method reduces the image fuzziness,
preserves the integrity of edge and detail information and it has the good denoising effect as
well.

CAO et al. [Ke 2011] proposed a novel image denoising algorithm which is based on Crank
Nicholson Semi-implicit Difference(C-N) Scheme [Crank 1947]. In this algorithm, the semi-
implicit C-N scheme is applied to discrete the ROF (Rudin-Osher-Fatemi) [Rudin 1992] and
the G-S iterative method to solve the linear equations using matrix form.

Ming et al. [Li 2011b] proposed an algorithm for Remote Sensing Image (RIS) denoising
which is based on the combination of the improved BiShrink [Sendur 2002] and dual tree
complex wavelet transfer (DTCWT) [Kingsbury 1998b, Kingsbury 2001, Kingsbury 1998a].
The technique considered the strong correlation between wavelet coefficients of the actual
image when the bivariate model is only a statistical model for the inter scale dependency
of wavelet coefficient with parent coefficient without taking into account the correlation of
adjacent coefficient. Based on the shift-invariance and better directionality of the dual tree
complex wavelet transformation (DTCWT) and incorporating neighboring wavelet coeffi-
cients with BiShrink, a BiShrink threshold and DTCWT remote sensing image denoising
method is presented.

During the last decade, several novel methods have been devised for removing the addi-
tive white Gaussian noise from medical images. Two filters in the domain of wavelet have
been devised for image denoising are Nguyen et al. [Binh 2010] and Silva et al. [Silva 2012].
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Other methods combine impulse removal filters with local adaptive filtering in the transform
domain to remove noise. Cross-validation techniques are used for thresholding parameter
selection [N 1998]. Bayesian procedure [H.Chipman 1997] combine inference from data with
prior information to estimate thresholding parameters.

Anitha [Anitha 2012] proposed switching median filter for denoising the two dimensional
patterned textile images. Wallpaper fabric, a part of patterned fabric, is a new decorative
material covered with fabric or other natural fiber materials. Wallpaper fabrics are different
from other indoor decorative materials and are designed for daily use with easy maintenance
instructions. A common type of noise that affects patterned fabric images is the impulse
noise. Here a modified switching median filter is devised. The algorithm contains two stages,
namely, noise detection stage and noise filtering stage. During noise detection a modified
adaptive switching median filter with three new thresholds are used to remove the impulse
noise. During filtering stage, an adaptive switching median filter is used to determine the size
of the sliding window. To detect noisy pixels which are close to its neighbors that are nor-
mally missed with the traditional threshold of switching median filter, a modified threshold
that considers the ranking order of the pixels in the sliding window is used. The enhanced
stages make improvement the noise removal process while maintaining image details. The
denoising model is evaluated using three performance metrics, namely, PSNR (dB), FoM
and execution time. The experimental results shows that the model is efficient in removing
impulse noise with low and high noise density while preserving important image and edge
details.

V. Naga et al. [Raj 2012] proposed a denoising method of medical images using Dual Tree
ComplexWavelet Transformation [Kingsbury 1998b, Kingsbury 2001, Kingsbury 1998a]. The
technique proposed the method which uses dual tree complex wavelet transform to decom-
pose the image and shrinkage operation to eliminate the noise from the noisy image. In
the shrinkage step semi-soft and Stein thresholding operators are used along with tradi-
tional hard and soft thresholding operators and verified the suitability of dual tree complex
wavelet transform for the denoising of medical images. The results obtained ensured that
denoised image using DTCWT (Dual Tree Complex Wavelet Transform) have a better bal-
ance between smoothness and accuracy than the DWT and less redundant than UDWT
(Undecimated Wavelet Transform) [Fodor 2001].

Chui et al. [Chui 2012] proposed an image denoising method with adaptive Bayes thresh-
old in non sub sampled contourlet domain. In this algorithm, an image denoising method has
been given which is based on a nonlinear thresholding function with adaptive Bayes thresh-
olding in non sub-sampled contourlet transform (NSCT). In overcoming the shortcomings of
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the same threshold, the noise deviation of the different sub-band are estimated based on the
coefficients of different directional and level sub-bands in NSCT domain, and the thresholds
of every sub-band is estimated by Bayesian threshold estimation method. After choosing
the thresholds, a nonlinear thresholding function is chosen to overcome the shortcomings of
the soft and the hard thresholding function. The simulation results show that the proposed
method here can remove Gaussian white noise more effectively and get a higher PSNR value
and keep image texture and detail information more clearly which also has a better visual
effect.

Chen et al. [Chen 2012] proposed an image denoising algorithm using the three scales
of wavelet coefficients. The denoising of an image corrupted by the Gaussian white noise is
a classical problem in image processing. An image denoising method is proposed by using
three scales of dual-tree complex wavelet coefficients here. The dual-tree complex wavelet
transform is known to all for its approximate shift invariance and better directional selectiv-
ity, which are very important in image denoising. Results given in the paper show that the
method is competitive when compared with other existing denosing methods.

Biswas et al. [Biswas 2012] proposed a wavelet based soft-thresholding technique based
image denoising method. In this algorithm, they propose a method of noise removal from
an image corrupted with Gaussian noise using soft-thresholding. This method is simple and
adaptive since the estimation of thresholding parameters depends on the data of wavelet
coefficients. According to the experimental results, this method has higher Peak Signal-
to-Noise Ratio (PSNR (dB)) and visual effects than the VisuShrink [Donoho 1994]. Lena,
Cameraman and Barbara test images are used for validation of the algorithm.

Silva et al. [Silva 2012] proposed an adaptive edge-preserving image denoising algorithm
using wavelet transformation. This algorithm proposed an image denoising method based
on wavelet transforms to preserve edges. An adaptive thresholding scheme based on edge
strength is used to effectively reduce noise while preserving important features of the original
image. The simulation and experimental results obtained and those are compared to other
approaches, proved that the method is suitable for different classes of images contaminated
by Gaussian noise.

Wang et al. [Wang 2012b] proposed a nonlinear filtering method which is based on
three dimensional wavelet transform for magnetic resonance images (MRI) denoising. In
this study, the algorithm is based on a three dimensional extension of the wavelet transform
(WT) which is bilateral filtering for Rician noise removal. Due to delineating capability of
wavelet, three dimensional WT is proposed to provide effective representation of the noisy
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coefficients. Bilateral filtering of the approximation coefficients in a modified neighborhood
can improve the denoising efficiency and can effectively preserve the relevant edge and im-
age features. The detailed subbands of the wavelet decomposition are processed with an
enhanced NeighShrink thresholding algorithm. The validation operation is performed on
both simulated data and clinical data. Using the peak signal-to-noise ratio (PSNR (dB))
to quantify the amount of noise of the MR images, it has achieved an average PSNR (dB)
enhancement of 1 to 32 times with simulated data.

Mehmet et al. [Mehmet 2012] proposed a denoising algorithm for weak electrocardio-
gram (ECG) signal by using the wavelet based fuzzy thresholding. This algorithm presented
a weak ECG signal denoising method based on fuzzy thresholding and wavelet packet anal-
ysis. Firstly, the weak ECG signal is decomposed into various sub bands/levels by wavelet
packet transformation. Subsequently the threshold value is determined using the fuzzy s-
function. The reconstruction of the ECG signal from the retained coefficients is achieved
by using inverse wavelet packet transformation. Various experiments were performed to
show the effectiveness of the proposed method and compared the results with the traditional
wavelet packet based soft and hard thresholding methods for weak signal denoising.

Amudha et al. [Amudha 2012] surveyed digital image denoising performances in the
wavelet domain. The objective of this research work is to introduce digital image restoration
to the reader, who has just begun their research work in this field, and to provide a review
and analysis for the reader who may already be familiar in image restoration. The perspec-
tive on the topic offered here is to let the readers and researchers to know various methods
of digital image restoration.

Liu et al. [Liu 2012] proposed an algorithm and implementation for heart sound denois-
ing because of the most important signal is heart signal. Although the process of getting
heart sound signal can be interfered with many factors outside. The heart sound is a weak
electric signal and even weak external noise may corrupt it to the misjudgment of pathologi-
cal and physiological information about the signal, thus it causes the misjudgment of disease
diagnosis. In this algorithm, a more systematic research and analysis which is involved in
heart sound denoising based on matlab has been made. Multi-level wavelet transform is
adopted to deal with each level of detail coefficients thresholding to eliminate noise and in-
terference of every frequency band. Meanwhile, the design of a notch filter is chosen to filter
out frequency interference and the body’s electrical and mechanical interference. The study
of heart sound denoising based on matlab firstly use the powerful image processing func-
tion of matlab to transform heart sound signals with noise into the wavelet domain through
wavelet transform and decomposition of these signals into multilevel signal having different
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frequencies. For the detail coefficient, soft thresholding is made using wavelet transform
thresholding to eliminate noise, so that a signal denoising is significantly improved. The
reconstructed signals are gained with stepwise coefficient reconstruction for the processed
detail coefficient. Coif wavelet decomposition of eight layers is chosen after analysis and
the corresponding comparisons. Lastly, 50HZ power frequency and 35 Hz mechanical and
electrical interference signals are eliminated using a notch filter.

Wang et al. [Wang 2012a] proposed a model on medical image denoising and enhance-
ment based on GSM model (Gaussian scale mixture) for wavelet coefficients. For the com-
plexity and application diversity of medical CT image, this algorithm presents a medical
CT Image enhancing algorithm based on Gaussian Scale Mixture model for wavelet coeffi-
cient in the study of wavelet multi-resolution analysis. The noisy image is firstly denoised
in auto adapted Wiener filter. Secondly, through the qualitative analysis and classification
of wavelet coefficients for the signal and noise, the wavelet’s approximate distribution and
statistical characteristics are described, by combining GSM (Gaussian scale mixture) model
for wavelet coefficient in this algorithm.

Tyagi et al. [Tyagi 2013] proposed an algorithm for removing of partial discharge (PD)
signals using genetic algorithm (GA) which is based on wavelet shrinking methods. The mea-
surements are seriously affected by the interference signals resulting from different sources.
In order to enhance the sensitivity of a PD monitoring system, many digital signal process-
ing methods have been proposed for removal of noises. But to obtain the optimal denoising
Genetic Algorithm is used.

Jaiswal et al. [Jaiswal 2014] proposed an image denoising and quality measurement tech-
niques by using filtering and wavelet based techniques respectively. In this algorithm the
researchers work with denoising of salt pepper and Gaussian noise.

A major amount of filters based on discrete wavelet transformation discussed so far have
the disadvantage of finding the optimal values of the threshold to be used on the wavelet
coefficients in the transformed image before the inverse transformation is made during the
image denoising method. The most difficult problem in wavelet based denoising approach
is to find out the exact value of the threshold. A small threshold can keep the maximum
portion of coefficients related to the noisy signal and that results a signal which is still noisy.
When the threshold is a large value then it will shrink maximum portion of coefficients. That
results blurring of the signal which causes losing of important textures in the image.

Good estimation of the wavelet parameters such as wavelet function, decomposition level
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and threshold value is important to the success of wavelet based denoising. These param-
eters are usually estimated in empirical or semi-empirical manner during the denoising the
corrupted images. This procedure does not guarantee to achieve the optimal restoration
results. To overcome this problem, some algorithm can be developed in this area. Any
randomized search algorithm can perform this operation. A method may be added to the
conventional wavelet based denoising algorithms as a wavelet denoising technique which is
based on BayesShrink threshold technique and which uses the optimization algorithm of the
wavelet decomposition level as well. The sub band adaptive thresholding technique using the
BayesShrink may perform excellently to obtain good restoration results. But a good tuning
to threshold value and estimation of the optimal value of the decomposition level outperform
the BayesShrink thresholding technique.

2.3 Background and Motivation

From available approaches for restoration of digital image it is seen that the problem can be
divided into two parts: image restoration/ enhancement in the spatial or frequency domain.
In spatial filtering techniques, the image pixels directly accessed and altered to restore the
noisy pixels. In the frequency domain, the image pixels are transformed into spectral domain
using Fourier transformation or by Wavelet transformation etc., and then those transformed
coefficients are altered for restoration followed by reverse transformation to regenerate the
original noise free images.

In the early development of image filtering, the linear filters were widely used. However
in presence of noise the performance of linear filter is very poor because it blurs the image
pixels to a great extent. So the image fine textures are hardly preserved using this technique.

For poor performance of the linear filters, some new types of filters have been introduced
which is called non linear filter. Order statistic filters are the most popular set of non linear
filters such as median filter or stack filter. These filters are widely used in the application
areas of digital image processing.

Adaptive filters have also taken the advantage of characteristics of non linear filters. This
type of filter changes its behavior depending upon the characteristics of the digital image.
The non-adaptive linear filters are generally designed to filter the digital images having a
particular type of noise in the images. Adaptive filters generally outperform the non-adaptive
non-linear filters.

Several types of methods have been proposed by different authors in the recent past.
Most of the methods are based on the median filters, where the rank order information of
the pixels of in test window is used. The standard median filter [Brownrigg 1984] removes
the noisy pixels by replacing test pixel with the median value of the pixels of the filtering
window. This technique performs well but also removes the thin lines, dots, distorts edges
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and blurs image fine textures even at very low noise density. A huge improvement has been
done recently over the standard median filters. In early stage of filtering techniques, the
method of filtering was adopted as non-switching techniques where the filtering has been
made in single step, where all pixels were filtered irrespective of noise contamination. In
case of switching filters, the noisy pixels are only altered. The pixels of the images are first
classified as noisy or noise free then the noisy pixels are restored using its neighboring pixels.

The techniques available in the literature of digital image processing mainly targeted to
perform on some particular type of images and specific type of noise models.

Algorithms are lacking from selection of proper window size and noise detection technique.
Available methods do not include all the pixels of the test window to classify the center
pixel. Some of them simply compare the center pixel of the window with the maximum and
minimum intensity values within the test window for noise detection rule. Moreover those
algorithms use only single threshold value for comparison to define the noisy pixel, as a result
the decision is very rigid.

So the motivation of the thesis is to develop algorithms which can deal with all types of
noise models. Another important issue is to deal with the images corrupted with impulsive
noises with high density. A major problem of image denoising is to suppress the random
valued noise in the digital images. The random valued impulse noise may take any value
in the range of minimum intensity value to maximum intensity value of the image pixels.
Detection of those pixels is very much difficult for the digital image.

Unless and until the noise density is estimated a proper window size cannot be suggested
because it is seen that when the noise density is low then there is no need to select a large
filtering window. A low density noisy image can perfectly be denoised by taking a small
window size. But if the noise density is more than 60-70% then it is needed to select a
larger window size for suppressing the noises. Hence a proper window selection is a major
point prior to filter a image. The problem can be solved if the noise density of the input
digital image is estimated and followed a corresponding filtering window size is empirically
suggested.

Another approach of the thesis is to filter the images through image clustering techniques.
An image can be perfectly clustered if the image is noise free. In other words an image can
be made noise free progressively if the image is clustered iteratively. So noise reduction and
cluster generation of digital images can be done simultaneously.

Two dimensional Wavelet can also used for image denoising particularly for medical
images with Gaussian or Poisson noises in the images. Wavelet can decompose the image
matrix into four different frequency sub bands. Noises are actually the higher frequency
elements of the image matrix. Using this characteristic of the Wavelet, the noisy frequencies
can be analyzed and removed from the images.
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2.4 Contributions

The objective of this thesis is to design efficient techniques for digital image denoising. The
digital images may be corrupted with any type of noises and those may have any level of
noise density. There are various types of impulses based on their characteristics and how
they combined with the original images. Two important types of noises are mixed with
the digital images. Salt-and-Pepper (SPN) noise and Random valued noise (RVN) are used
for such purpose. The SPN and RVN are having both equal and unequal probabilities of
densities. There exist a lot of operators which can deal with the Salt-and-Pepper noise but
there exist a limited number of algorithms to remove the Random Valued noise from the
digital images. The Random Valued noises are the type of noise where any pixel of the image
can take any value in the range of minimum intensity value and maximum intensity value
of the gray level intensity range. It is also very much difficult to suppress the noises from
digital images which are corrupted with high density of random valued noise.

The main objective and contribution of the thesis is to deal with random valued noises
with high density. A set of algorithms have been proposed to deal with high random valued
noises. Some techniques outperforms in terms of noise suppression ability and computational
cost of those algorithms. Characteristics of the techniques are that they can also suppress
salt and pepper noise in addition to random valued impulse noise with variable probabilities
of noise density. Some algorithms are based on standard deviation operation where as some
are based on median operation of the neighboring pixels of the test pixel. A variety of
median filters have been developed to deal for variable noise density. Most of the median
filters developed are weighted. Some pixels within the test window are given extra weight
when restorations are performed using the median operation.

Medical images often corrupted with Gaussian Noise and Poisson Noise due to the mal-
functioning from of machineries in the clinical laboratories. To deal with these noises in
medical images novel optimization based noise suppression algorithm have been proposed.
This process can suppress the noises from the medical images as well as it optimizes the
performance of the algorithm. This algorithm obtained better restoration results compared
to the state of the art algorithms in the literature.

From study of algorithms surveyed in this thesis work it is observed that a hypothetical
window is selected prior to detect and restore the test pixel. Some algorithms uses 3 × 3
test window where as some of them used 21 × 21 test window. There is no such technique
which can suggest a filtering window size depending upon the noise density of the image.
The filtering window size must be compatible with the noise density of the image otherwise
selection of pixels from the neighborhood would not be perfect and hence median operation
will return a false value while restoring the noisy pixels. It may happen that a noisy pixel is
replaced by a noisier pixel by the median operation.
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In the proposed methodology of the study, the noise density of any image is determined at
the beginning. On estimation of noise density, an empirical filtering window size is suggested
and the algorithm proposed is deployed.

Optimization is another objective to obtain the optimal results. To achieve this goal the
proposed techniques consists of two steps. First in the detection step some user parameters
are used to classify the test pixel. Genetic Algorithm and Particle Swarm optimization based
techniques are proposed to search the user parameters in a wide range to obtain the optimal
restoration results. The results obtained using the optimization algorithms outperforms the
most of the state-of-the-art techniques in the literature.

Clustering algorithms have also been proposed in this thesis for noise detection and
filtering operations of the digital images. K-means based clustering algorithm has been
utilized to estimate the noise density in the digital images. K-means algorithm has been
validated by Silhouette validity index. PSO based clustering algorithm has been proposed to
classify the digital image by unsupervised way. This algorithm is capable of suppressing salt-
and pepper noise as well as random-valued-noise with good restoration results. It uses the
general property of a noise-free image to detect the noisy pixels which leads to a conclusion
that the proposed technique may be treated as generalized noise removal approach for the
digital images. The technique is also capable to deal with high density of impulses in the
digital images. PSO-based image clustering has been proposed over the genetic algorithm
based clustering because of convergence of PSO is very fast and it’s another advantage is
ease of implementation. Three evaluation criteria are used to form the fitness function in
the PSO-based clustering. The fitness function in PSO-based clustering has been proposed
in such a way to give more compact clusters and larger inter-cluster distance compared to
K-means. A novel Euclidean distance function has been proposed in the thesis where the
spatial as well as positional distances are computed to compare the similarity or dissimilarity
of any two pixels during grouping of pixels.

Several types of statistical, mathematical and soft computing based tools are utilized
to make the proposed operator efficient. Statistical tools such as standard deviation, vari-
ance, median, mean, etc are used for noise detection. Soft computing tools such as Fuzzy
membership function, Genetic algorithm, K-means, Particle Swarm optimization algorithms
are utilized for noise suppression, estimation and optimization purposes for the denoising
methods.

Fuzzy refinement process has been applied on each pixel depending on the noise level
of the center pixel which is actually dependent on the weighted sum calculated in detection
stage. For noise detection purpose, instead of a single threshold, two threshold values are used
in the proposed fuzzy membership (MF) function to partition the noise level and accordingly
a filtering method is applied to restore the corrupted pixel. Two different weighted median
filters are devised and a particular one is applied selectively to the noisy pixel based on the
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characteristics of the neighboring pixels within the test window.
Denoising in medical images corrupted by Gaussian noise is important in diverse image

processing techniques and computer vision problems. Image denoising using discrete wavelet
transform is well established process in image processing because it can separate the noisy
signal from the image signal. This algorithm proposed a denoising method of medical images
through thresholding and optimized using a recent stochastic random search algorithm i.e.,
Genetic Algorithm (GA). Firstly the noisy image is partitioned into fixed sized blocks and
then transformed into wavelet domain. Some important parameters present in the two di-
mensional discrete wavelet transform such as the decomposition level and the threshold value
have been searched and optimized in a wide range in the proposed technique. The Bayesian
shrinkage method has been selected for thresholding because of its sub band dependence
property.

To validate the proposed algorithms extensive analysis of the results has been done. A
number of bench mark images have been trained to obtain noisy images and then proposed
algorithms are applied on these images for the purpose of testing of the algorithms. These
are Lena, Barbara, Cameraman, Circuit, Boat, Ultrasound, Liftingbody., respectively.

The result set is also made uniform that is, a homogeneous set of results have been made
for each algorithm to make the comparisons easily understandable. Bench mark color images
are also applied to the proposed algorithm to validate the proposed algorithms in the thesis
work.

The performances of the proposed filters have been evaluated quantitatively and qual-
itatively through simulation results and analysis. Eight bit gray scale bench mark images
are used to evaluate the performance of the proposed algorithm. The results obtained are
compared with the existing filter against the noise models. Various graphical representations
of the results using different attributes are also given to substantiate the performance of the
proposed technique. Bench mark images are trained using low (10%) to high (100%) noise
density using all noise models.

Various performance metrics are used to find the algorithmic performances of the pro-
posed algorithms in the thesis. Different statistical measures are used in this thesis to validate
the proposed algorithms by comparing it with most of the state of the art methods in the
literature. Some measures of image quality such as Peak Signal to Noise Ratio (PSNR (dB)),
Mean Square Error (MSE), Image Enhancement Factor (IEF), Structure Similarity Index
Measure (SSIM), etc are used for the purpose mentioned above.

2.5 Layout of the Thesis

The thesis has been organized in five sections. The details of the sections are as follows.
Section I presents an introduction and the state of the art on topics related to this work.
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The first chapter of the thesis gives a brief idea about the problem domain and definitions in
the related area. In the second chapter, different areas of image denoising are studied in the
literature. Different statistical approaches towards noise suppression have been reviewed.
Mean filter or averaging filter, order statistics filter, adaptive filter, hybrid filter, histogram
based filter, median filter, variance based filter., etc are surveyed in this chapter. Various
soft computing tools based filters such as fuzzy membership filter, genetic algorithm based
filter, particle swarm optimization filter, and various clustering algorithm tools based filters
are also studied. Filtering operators in the frequency domain have also been reviewed in this
chapter. Extensive study on wavelet based denoising is also presented.

Section II focused on the algorithmic and data structure development of the thesis. The
first chapter of this section focuses to present some simple algorithms towards digital im-
age denoising based on statistical tools. The methods to optimize the above algorithms by
searching the user parameters in a wide range using genetic algorithm and particle swarm
optimization techniques are presented in the fourth chapter of the thesis. In the fifth chap-
ter, the noise density estimation and noise suppression techniques are developed through
K-means algorithm. A novel noise suppression technique based on pixel clustering of digital
image has been performed and reported in the sixth chapter. A novel fuzzy filter has been
proposed in seventh chapter, where the membership function has been proposed and used to
detect the noise level on the test pixel. Based on the noise level a particular filtering method
is selected in the algorithm. A wavelet based medical image denoising technique has been
reported at chapter eight of the thesis.

Section III presents an extensive experimental results and discussions. In this section,
both the filtering domains such as spatial and frequency are evaluated for digital and medical
image denoising. In this section, various comparisons have been made on salt-and-pepper
noise for all the proposed algorithms with the state of the art operators. Comparisons have
also been made in this section where the salt and pepper noise has unequal probability dis-
tribution over the noisy image. The images having random valued noises with equal and
unequal probability distribution have also been applied to all the proposed algorithms and
the existing algorithms. Some comparisons on the medical images have also been performed
in the frequency domain based denoising. Several performance metrics are used in this sec-
tion to validate the proposed algorithms quantitatively and qualitatively.

Conclusions, applications, limitations and future perspectives of the proposed techniques
have been reported in section IV.

Section V contains bibliographical references cited in the thesis.
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Chapter 3

Noise Suppression
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In this chapter, techniques for image denoising have been proposed. The working princi-
pal of these techniques are based on statistical and mathematical operators. The Salt-and-
Pepper and Random-Valued-noises are used to train the digital images with a variable noise
density which varies from 10% to 100%. The techniques proposed are switching filters. The
noisy pixels in each test window are detected using noise detection operator and then only
the noisy pixels in each window are restored by a noise filtering operator. The test window
size is 2m + 1 × 2m + 1, where m is a positive integer. The test window slides to next pixel
to consider the center pixel of the window in row major order. Each time the center pixel of
the window is classified by the proposed noise detector and then the noisy pixels are filtered
by using the neighboring pixels of the test pixel. The noise free pixels are left unchanged.

The objective of this chapter is to develop techniques for noise suppression especially for
salt-and-pepper and random-valued-noises in digital images while preserving the image fine
details and fine textures which includes the thin edges, dots etc. The process works in two
steps. First a strong impulse detector is proposed which uses simple arithmetic and statistical
operators for detection of impulses in the images. An odd size window is selected and the
center pixel of the window is classified as noisy or noise free iteratively. The direction of the
test window is hypothetically considered as an edge in the image. The pixels on the edge
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must be made closely clustered so that they preserve the edges during the noise restoration
operation.

The standard median based filters are not so strong to preserve the image fine details
while suppressing the noises. In this context, variance based filter performs better to some
extent. Blurring is a major effect that results from standard median filter. The demerits
of the median based filters can be eliminated if the proposed filter is used. The computa-
tional overhead of any algorithm is also a major factor to concern about. By minimizing
the iteration in the algorithm the computational complexity is minimized. Another point
regarding the median filter is about the degree of noise density. Most of the median based
filters suffer from blurring the image fine textures even at low noise density. When a high
density of noises are integrated into the digital images, the performance of median based filter
is very poor. This problem of median based filters is also resolved in the proposed techniques.

Simple variance and median based filters are developed. In the first phase of the technique
it finds the noisy pixels by simply calculating the absolute differences between the center
pixel and all other pixels in each directional pixels in the test window. After detecting the
noisy pixels the filtering operator is applied to those pixels which are detected as noisy. In the
second phase, the operator restores the noisy pixel by minimizing the variance based equa-
tion to align the center pixel most closely to all other pixel in the direction of the test window.

The chapter is organized as follows. The techniques are described in details sequentially
in this chapter. The foremost section contains the techniques based on simple variance
based operations. The first scheme termed as Directional Weighted Minimum Deviation
(DWMD) based Filter is described in section 3.1.1. Another algorithm based on All Neighbor
Directional Weighted Pixels (ANDWP) based filter is given in section 3.1.2. Three median
based filters are also included in this chapter. The first method based on Variable Mask
Median (VMM) filter is described in section 3.2.1. An Edge Preserving Restoration (EPR)
algorithm is given in section 3.2.2. Section 3.2.3 discusses Image Denoising based on Sub-
Image Restoration (SIR). The chapter is concluded with a brief discussions of the algorithms
given in section 3.3.

3.1 Variance based Filter

In this section, two directional weighted minimum variance based filters are proposed. The
algorithms have two stages. The first stage detects the noisy pixels and in the second stage,
only the noisy pixels are restored. Random valued noise models are incorporated to corrupt
the original images. The noise models have already described in section 1.2. This algorithms
assumes that a noise free flat image consist of locally and smoothly varying areas separated
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by edges. The pixels in a noise free regions change their intensity values compared to each
other gradually or smoothly but in case of noisy pixels they change their intensity values
drastically. It is also assumed that two pixels whose spatial distance is small, their gray level
values will also be close to each other. Usually the pixels located in the neighborhood of a
test pixel are correlated to each other and they possess almost similar characteristics. The
schemes are simple but efficient and work alternatively in two phases: detection of noisy
pixels followed by deviation based filtering of the noisy pixels.

A 5 × 5 window of the noisy image is considered as a mask and verified whether the
test pixel (center pixel) is noisy or not. Four directions along the center pixel are consid-
ered as main contributor for the technique, because four directions can represent the four
edges in the test window. The absolute differences of pixel intensity values over an edge are
considered very low as there is no transition between them. But in the four directions or
edges, the gray values may have large differences as they are on different edges. In the four
directions, four absolute differences are calculated between the test pixel and neighborhood
pixels. The minimum of these is selected and measured against a threshold for detecting
impulse noise. The filtering methodology is based on minimum variance of the pixels in a
single direction. As in the case when the density of random valued noise on the digital image
is high then the median filter may blur the image. Because in this case, most of the pixels
are corrupted. So it cannot simply restore the center pixel using the median value within
the window. This may increase the complexity too. So rather than median, this algorithm
chooses to utilize the variance of the pixels in a direction to restore the noisy pixel within
the test window. This will decrease the computational complexity and restores the noisy
pixels using the pixels which have maximum local similarity within the test window. The
variance describes how tightly all the values are clustered around the mean in the set of
pixels. The pixels aligned in this direction are the closest to each other. Therefore the center
pixel should also be close to them in order to keep the edges (even thin lines) intact in the
direction. Here a new method has been introduced to make the center pixel (test pixel) as
close as possible to the remaining four pixels aligned in a direction.

The directional weighted minimum deviation filter (DWMD) is presented in section 3.1.1
and the all neighbor directional weighted pixels filter (ANDWP) is given in section 3.1.2.

3.1.1 Directional Weighted Minimum Deviation Filter

The methodology used for impulse detection is based on simple arithmetic operation like the
absolute differences between the center pixel and all other pixels in the test window. Then
the minimum of the differences are selected and compared with a threshold (user parameter)
to classify the center pixel. In this scheme the edges aligned with four directions shown in
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Fig. 3.1. In the 5 × 5 test window, four directions are considered as they are four edges of
the image in the test window. The objective is to preserve the edges of the image during the
course of denoising.

Figure 3.1: Four directions for impulse detection and restoration

3.1.1.1 Impulse Detector

The DWMD impulse detection algorithm is given in Algorithm 1. The algorithm runs
for a total of n times in step 2 where n is an user parameter. In steps 3 and 4, the for loops
iterate from 0 to maximum rows and maximum columns of the image matrix. Steps 5 and
6 iterate a total of twenty five times to contain the twenty five pixels of the test window.
In step 7, four sets are formed each with five pixels. Let Dk (k=1 to 4) denotes a set of
coordinates aligned with the kth direction centered at (0, 0), i.e.,

• D1= (-2,-2), (-1,-1), (0, 0), (1, 1), (2, 2)

• D2= (0,-2), (0,-1), (0, 0), (0, 1), (0, 2)

• D3= (2,-2), (1,-1), (0, 0), (-1, 1), (-2, 2)

• D4= (-2,0), (-1, 0), (0, 0), (1, 0), (2, 0)

Let D0
k = Dk/(0,0), ∀ k =1 to 4. In step 8, the absolute differences are calculated and

a weight is multiplied to it. The d(k)
i,j is the sum of all absolute differences of gray level

values between yi+s,j+t and yi,j with (s,t)∈ D0
k (k= 1 to 4), given in (3.1). In steps 9-13,

it multiplies the absolute differences between the two closest pixels with a large value ωm,
before it calculates the sum.

d
(k)
i,j = (

∑
(s,t)∈D0

k

ωs,t|yi+s,j+t − yi,j|, 1 ≤ k ≤ 4) (3.1)
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Algorithm 1 DWMD noise detector
Input: Image Matrix gxy, Threshold (T), Maximum Number of Iterations (n), Decreasing

Rate of Threshold (R)
Output: Window’s Center Pixel Classified
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Initialize Dk to contain seven pixel in each direction with i and j, k= 1 to 4,

Say yi,j be the center pixel
8: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

9: if D ∈ ω3 (3.3) then
10: ωs,t=2
11: else
12: ωs,t=1
13: end if
14: ri,j = min{d(k)

i,j }
15: if ri,j > T then
16: yi,j is Noisy
17: else
18: yi,j is Noise-Free
19: end if
20: end for
21: end for
22: end for
23: end for
24: T= T * R
25: end for
26: end

where ωs,t is given in (3.2).

ωs,t =

{
2 : (s, t) ∈ ω3

1 : otherwise
(3.2)

where ω3 is given in (3.3).
ω3 = {(s, t) : −1 ≤ (s, t) ≤ 1} (3.3)
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d
(k)
i,j is known as direction index. Each direction index is sensitive to the edge aligned with

a given direction. In step 14, the minimum of the four direction indices is used for impulse
detection, which is given in (3.4).

ri,j = min{d(k)
i,j : 1 ≤ k ≤ 4} (3.4)

There may be three cases for the value of ri,j done in step 14 as described below:

1. When the current pixel is in a noise free flat region, ri,j is small because of the four
small direction indices.

2. When the current pixel is an edge pixel then ri,j is small because at least one of the
direction index is small.

3. When the current pixel is a pixel containing impulse noise, ri,j is large because the four
large direction indices.

In definition of ri,j, it makes full use of the information aligned with four directions. So from
the above analysis it can find a noisy pixel by employing a threshold T. It can identify the
impulse from the noise free pixels, no matter which are in a flat region, edge or thin line.
Then it can define the impulse detector by making complete use of the information aligned
with four directions, as in (3.5). The value of the Threshold (T) is supplied by the user
during run time. T is varied in a wide range to get the best possible restoration results. In
step 29, the threshold is decreased in each iteration by a rate of decreasing threshold (R).

yi,j =

{
Noisy P ixel : ri,j > T

Noise Free P ixel : ri,j ≤ T
(3.5)

In this technique, the value of n is varies from 4 to 6, so the algorithm iterates a maximum
of 6 times, i.e., constant time. In steps 3 and 4, the loops iterate a total of (rows * columns)
times. Steps 5-6 iterate for a constant time. The internal steps are performed for a constant
time also. As a whole the algorithm iterates for c1*(rows*cols)*c2 which is equivalent to O
(rows*cols) times, which is quadratic polynomial, where c1 and c2 are constants.

3.1.1.2 Impulse Filter

The DWMD filtering technique is given in Algorithm 2. Step 2 iterates to maximum of
n times where n varies from 4 to 6 times. In steps 3 and 4, the for loops iterate to cover the
maximum rows and maximum columns. Steps 5 and 6 iterate twenty five times to contain
twenty pixels of the test window. In step 7, the variances are calculated and the minimum
is searched in step 8. The pixels are collected to form the set S in the direction where the
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Algorithm 2 DWMD filter
Input: Image Matrix gxy, Maximum Number of Iterations (n)
Output: Window’s Center Pixel Restored
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Calculate σ(k)

i,j using the i and j values
8: li,j = min(σ

(k)
i,j )

9: S = pixels at li,j direction
10: Let S={a,b,c,d,e}
11: Replace c by x
12: while (true)
13: σ1 = σ(x = µ)

14: σ1 = σ(x = µ+ 5)

15: σ1 = σ(x = µ− 5)

16: if σ1 is minimum then
17: exit while
18: else
19: if σ2 < σ3 then
20: Assign x=x + 5 and continue
21: else
22: Assign x=x - 5 and continue
23: end if
24: end if
25: end while
26: end for
27: end for
28: end for
29: Find an t: abs(x− t) is minimum, ∀t ∈ S.
30: Replace center pixel yi,j by t
31: end for
32: end for
33: end
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standard deviation is minimum in steps 9 and 10. The center pixel of the set is replaced by
an unknown variable x in step 11. The mean (µ) of the set is calculated. Three variances are
calculated in steps 13-15. If for x=mean, the variance is minimum then the loop terminates.
Otherwise, between µ2 and µ3, the minimum is selected and loop continues in steps 20 or
22. In step 28, the center pixel yi,j is replaced by x. The detail description of the algorithm
is given below.

In the technique a novel scheme has been introduced based on minimum variance of the
four directional pixels. The variance σ(k)

i,j of gray values of all yi+s,j+t with (s,t) ∈ D0
k (k= 1

to 4) are calculated. Then it finds the minimum of σ(k)
i,j , where k= 1 to 4, given in (3.6).

li,j = argmink{σ(k)
i,j : k = 1 to 4} (3.6)

where the operator argmin is used to find the minimizer of a function. Since the variance
describes how tightly all the values are clustered around the mean in the set of pixels, li,j
shows that the four pixels aligned with this direction are closest to each other. Therefore the
center pixel should also be close to them in order to keep the edges (even thin lines) intact
in the li,j direction. Here a novel method has been introduced to make the center pixel (test
pixel) as close as possible to the rest of the four pixels aligned in the direction. Let the set in
the direction is S= {a, b, c, d, e}. It first replaces the center pixel of the set by x, to generate
the set a, b, x, d, e. Now calculate three variances using x= mean, mean+5 and mean-5.
Here 5 is used as the set length is 5. The x value is also selected for which the variance of the
set is minimum among the three variances. It is clear that variance is minimum for x=mean,
then it just replaces by the mean value and terminates, else it proceeds by assigning x by
either (x+5) or (x-5). The technique iterates to minimize the variance by either decreasing
x by 5 or by increasing x by 5. The iteration terminates when it becomes steady.

Let ti,j = x. (3.7)

. The algorithm finds the element ti,j in the initial set S (li,j directional) and just replace yi,j
by ti,j. If not found, it assigns ti,j to its nearest element in the set S, and then yi,j is replaced
by ti,j.

In this technique, the value of n is varies from 4 to 6, so the algorithm iterates a maximum
of 6 times, i.e., constant time. In steps 3 and 4, the loops iterate a total of (rows * columns)
times. Steps 5-6 also iterate for a constant time. The internal steps run for a constant time
as well. The total iteration is c1*(rows*cols)*c2 which is equivalent to O (rows * cols), which
is quadratic polynomial, where c1 and c2 are constants.
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3.1.2 All Neighbor Directional Weighted Pixels Filter

In this algorithm, an All Neighbor Directional Weighted Pixels (ANDWP) based filter has
been proposed for removal of highly random valued noises (RVN) in the digital images. The
proposed approach works in two phases. The first phase detects the contaminated pixels
by making the differences between the test pixel and its all neighbor pixels aligned in four
directions in the 5 × 5 window. The 5 × 5 test window is given in Fig. 3.2 which includes
all the neighboring pixels in the test window. The second phase filters only the noisy pixels
based on minimum variance of the four directional pixels. The advancement is done in
terms of considering all the neighboring pixels in the 5 × 5 window in both the stages of
detection and filtering, secondly the variance based filter is optimized by the principal of
finding the minima by using an algebraic equation. An equation is constructed on the basis
of the variance and then the equation is used to find the minimum value of the unknown
variable x for which the variance of the set of seven points in any direction is minimum.
All twenty five pixels are considered for noise detection and filtering. As a result, maximum
possible information of the neighborhood is considered in order to improve the quality of the
reconstructed image.

Figure 3.2: Four directions include all neighboring pixels

3.1.2.1 Impulse Detector

The ANDWP impulse detection technique is given in Algorithm 3. Step 2 iterates for
a maximum of 6 times as n varies in range [4, 6]. In the steps 3 and 4, the for loops grow
to cover the maximum rows and maximum columns of the noisy image. Steps 5-7 iterate to
form the set D, which contain all the twenty five pixels of the window. That is described as
follows:
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Algorithm 3 ANDWP noise detector
Input: Image Matrix gxy, Threshold (T), Maximum Number of Iterations (n), Decreasing

Rate of Threshold (R)
Output: Window’s Center Pixel Classified
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Initialize Dk to contain seven pixel in each direction with i and j, k= 1 to 4,

Say yi,j be the center pixel
8: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

9: if D ∈ ω3 (3.10) then
10: ωs,t=2
11: else
12: if D ∈ ω2 (3.11) then
13: ωs,t=1
14: else
15: ωs,t=0.5
16: end if
17: end if
18: ri,j = min(di,j)

19: if ri,j > T then
20: yi,j is Noisy
21: else
22: yi,j is Noise-Free
23: end if
24: end for
25: end for
26: end for
27: end for
28: T=T*R
29: end for
30: end

Let Dk (k=1 to 4) denotes a set of seven pixels aligned in the kth direction centered at
(0, 0), i.e.,
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. D1 = {(-1,-2), (-2,-2), (-1,-1), (0, 0), (1, 1), (2, 2),(1, 2)}.

. D2 = {(1,-2), (0,-2), (0,-1), (0, 0), (0,1), (0, 2), (-1, 2)}.

. D3 = {(2,-1), (2,-2), (1,-1),(0, 0), (-1, 1), (-2, 2), (-2, 1)}.

. D4 = {(-2,-1), (-2, 0), (-1, 0), (0, 0), (1, 0), (2, 0), (2,1)}.

Then let D0
k = Dk/(0,0), ∀ k =1 to 4. In step 8, in each direction of the 5 × 5 window

centered at (i,j), it defines d(k)
i,j as the sum of all absolute differences of gray values between

yi+s,j+t and yi,j with (s,t)∈ D0
k (k= 1 to 4), given in (3.8). In steps 9-17, in each direction,

it multiplies the absolute differences between two closest pixels from the center pixel with a
large value ωm, multiplies the absolute differences between the center pixel and the corner
pixels by ωn and also multiplies the absolute differences between two end pixels from the
center pixel with a small value ωo, before it calculates the sum. It assigns ωm =2, ωn=1 and
ωo=0.5. The value of ωs,t is given in (3.14).

d
(k)
i,j =

∑
(s,t)∈D0

k

ωs,t|yi+s,j+t − yi,j|, 1 ≤ k ≤ 4 (3.8)

ωs,t =


ωm : (s, t) ∈ ω3

ωo : (s, t) ∈ ω2

ωn : otherwise
(3.9)

where
ω3 = {(s, t) : −1 ≤ s, t ≤ 1}, and (3.10)

where
ω2 = {(s, t) : (s, t) = ±{(−2,−1), (−1,−2), (1,−2), (2,−1)}}. (3.11)

In step 18, the minimum of d(k)
i,j is calculated. The minimum of these four direction indices

are used for impulse detection, which is denoted as

ri,j = min{d(k)
i,j : 1 ≤ k ≤ 4} (3.12)

In steps 19-22, the noisy pixel is identified efficiently from the window by employing an user
parameter T. T is decreased in step 28 by the rate of R.

In this algorithm, the value of n is varies from 4 to 6, so the algorithm iterates for a
maximum of 6 times, i.e., constant time. In steps 3 and 4, the loops iterate a total of (rows
* columns) times. Steps 5-6 iterate for a constant time. The internal steps are performed
for a constant time as well. As a whole the algorithm iterates for c1*(rows*cols)*c2 which is
equivalent to O (rows*cols) times, which is quadratic polynomial, c1 and c2 are constants.

Somnath Mukhopadhyay, University of Kalyani, India



3.1. Variance based Filter 74

3.1.2.2 Impulse Filter

Algorithm 4 ANDWP filter
Input: Image Matrix gxy, Maximum Number of Iterations (n)
Output: Window’s Center Pixel Restored
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Calculate σ(k)

i,j using the i and j values
8: li,j = min(σ

(k)
i,j )

9: S = pixels at li,j direction
10: Let S={a,b,c,d,e,f,g}
11: Replace d by x
12: Compute mean (µ)
13: Form f(x)=(a-µ)2) + (b-µ)2) + (c-µ)2) + (x-µ)2) + (e-µ)2) + (f-µ)2) + (g-µ)2)
14: Compute f’(x) and f”(x)
15: Solve f’(x)=0
16: Find an t: abs(x− t) is minimum, ∀t ∈ S.
17: end for
18: end for
19: end for
20: Replace center pixel yi,j by t
21: end for
22: end for
23: end

The ANDWP filtering technique is given in Algorithm 4. A novel scheme has been in-
troduced based on minimum variance of all the four directional pixels. Starting with a noisy
image and a threshold value (T), in row major order it scans each 5 × 5 window in the noisy
image. If any pixel is detected as noisy, the filtering scheme restores it to a pixel which is
most suitable in the 5 × 5 window. Step 2 iterates for n times. In steps 3 and 4, the for loops
iterate for the whole image matrix. The lines 5 and 6 iterate to contain all the pixels of the
test window of size 5 × 5. In line 7, the standard deviations are computed. The minimum
standard deviation is selected in step 8. In lines 9-10, the seven pixels are selected to form
the set where standard deviation is minimum. The center pixel of the set is replaced by x
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in line 11. The mean is computed in step 12. In step 13, an equation is formed on the basis
of standard deviation. The first order and second order derivatives are calculated in step
14. In step 15, f’(x) is solved to find the value of the x. Here f”(x) always returns a positive
value because S contains positive values in [0, 255]. In line 17, a t is searched so that the
absolute difference between t and x is minimum where t ∈ S. To make the edges intact it
selects such an element from S by which the similarity measure maintained efficiently. In
step 20, the center pixel is replaced by t.

In this algorithm, the value of n is varies from 4 to 6, so the algorithm iterates a maximum
of 6 times, i.e., constant time. The inner and outer loops iterate a total of (rows * columns)
times. Steps 5-6 also iterate for a constant time. The internal steps run for a constant time
as well. The total iteration is c1*(rows*cols)*c2 which is equivalent to O (rows*cols) times,
which is quadratic polynomial, where c1 and c2 are constants.

3.2 Weighted Median Filter

The schemes for eliminating impulsive noise from digital images are presented in this section.
Random Valued Noise (RVN) is considered for denoising. The Variable Mask Median filter,
Edge Preserving Restoration filter and Sub-image based Restoration filter are described in
this section.

In the previous section, some noise removal operators have been proposed where the noise
detection technique is based on simple arithmetic operations like absolute differences of the
center pixel with its neighboring pixels and the restoration of noise is done by standard de-
viation operation on the directional pixels in the test window. The noise detection operation
is empowered in the following approach to make the sensitivity and specificity issues of the
detection operator. To eliminate the false alarm rate of the noise detection operator, novel
approach is proposed in this section. The noise restoration operation is based on the stan-
dard median filter in this section. The proposed median based filters are improved median
filters. They weigh the neighboring pixels to select for the median operation. The most
relevant pixels on the test window are selected prior to median operation. This scheme is
simple but efficient and works in two phases: detection of noisy pixels followed by median
based filtering.

Three techniques are proposed in this section based on improved impulse detection
method followed by weighted median filtering technique. The first of which is variable
mask median filter uses all neighbor directional pixels in the 5 × 5 test window for impulse
noise detection. Simple arithmetic absolute differences are computed and then the minimum
among them is selected to compare with an user parameter (Threshold T) for classification
of the center pixel in the test window. To filter the noisy pixels both the 5 × 5 and 3 × 3

Somnath Mukhopadhyay, University of Kalyani, India



3.2. Weighted Median Filter 76

masks are used and a median based filter has been proposed. For filtering it uses an improved
median based filtering technique which uses variable mask consisting of nine and twenty five
pixels respectively. Certain pixels in the 3 × 3 window are selected prior to compute median
operation. Three user parameters viz., number of iterations(I), threshold(T) and decreasing
rate (R) of threshold in each iteration are varied in three dimensional space to obtain optimal
results.

Another algorithm concentrates on miss alarm rate of the noise detection rigorously.
The first step is to classify whether the center pixel in the 5 × 5 window is noisy or not,
which is done using all neighbor directional weighted pixels in a 5 × 5 mask. The proposed
algorithm performs simple arithmetic absolute differences on the pixels aligned in the four
directions with the center pixel. On detection of noisy pixels an advance median filter has
been proposed for restoration of noisy pixel where a variable window consisting of 3 × 3 and
5 × 5 respectively have been used. To optimize the results, a three dimensional search space
has been used on user supplied parameters in a wide range.

A novel approach which aims at detection and filtering of impulses in digital images
through median filtering has also been proposed here. The proposed detection method
is based on all neighbor directional pixels. The absolute differences between each of four
directional pixels with the center pixel are calculated for detection. The filtering technique
is based on weighted median approach. Among four directions positive weights are assigned
to the direction containing minimum standard deviation considering the fact that they have
more intensity value similarity. The median value replaces the center pixel to restore it. The
training image is logically partitioned into several 5 × 5 window sub regions. Each of the
window separately goes through two different masks such as 3 × 3 and 5 × 5 and produces
two different restored versions of that window. Each of the restored version is compared
with the original to compare the fitness in terms of PSNR (dB). The correction obtaining
maximum PSNR is accepted and incorporated in to the selected window. PSNR is calculated
at end of restoration of all 5 × 5 sub window regions of the test image. Both 3 × 3 and 5 × 5
window regions based detection and filtering operators use all neighbor directional weighted
pixels to include all the pixels in the window. Four directions of the center pixel within are
considered to classify the center pixel. Only noisy pixel goes through the filtering operator,
the remaining pixels are not altered.

The Variable Mask Median Filter (VMM), Edge Preserving Restoration (EPR) filter
and Sub-image based Restoration (SIR) filter are given in sections 3.2.1, 3.2.2 and 3.2.3,
respectively.
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3.2.1 Variable Mask Median Filter

The technique deals with all neighbor directional weighted pixels (ANDWP) for removal of
highly random valued noise (RVN). The proposed approach works in two phases. The first
phase detects the contaminated pixels by making the differences between the test pixel and
its all neighbor pixels aligned in four directions in the 5 × 5 window. The 5 × 5 test window
is given in Fig. 3.2 which includes all the neighboring pixels in the test window. The second
phase filters only the noisy pixels based on median values of the four directional pixels which
utilizes all the neighborhood pixels in both the 5 × 5 and 3 × 3 windows. The advancement
done compared to the previous method are considering all the neighboring pixels in the 5
× 5 window in both the stages of detection and filtering, secondly the median operation
selects relevant pixels and rejects irrelevant pixels in the 5 × 5 and 3 × 3 window regions
by finding the minimum and maximum standard deviations among the directional pixels of
the window.

3.2.1.1 Impulse Detector

The VMM impulse detection algorithm is given in Algorithm 5. In step 2, the algorithm
runs for a total of n times where n is an user parameter. In the steps 3 and 4, the for loops
grow to cover the maximum rows and maximum columns of the original image. Steps 5-7
iterate to form the set Dk, where k = 1 to 4 which contain all the twenty five pixels of the
window. Let Dk (k=1 to 4) denotes a set of seven pixels aligned in the kth direction centered
at (0, 0), i.e.,

. D1 = {(-1,-2), (-2,-2), (-1,-1), (0, 0), (1, 1), (2, 2),(1, 2)}.

. D2 = {(1,-2), (0,-2), (0,-1), (0, 0), (0,1), (0, 2), (-1, 2)}.

. D3 = {(2,-1), (2,-2), (1,-1),(0, 0), (-1, 1), (-2, 2), (-2, 1)}.

. D4 = {(-2,-1), (-2, 0), (-1, 0), (0, 0), (1, 0), (2, 0), (2,1)}.

Then let D0
k = Dk/(0,0), ∀ k =1 to 4. In step 8, in each direction of the 5 × 5 window

centered at (i,j), it defines d(k)
i,j as the sum of all absolute differences of gray values between

yi+s,j+t and yi,j with (s,t)∈ D0
k (k= 1 to 4), given in (3.13). In steps 9-17, in each direction,

it multiplies the absolute differences between two closest pixels from the center pixel with a
large value ωm, multiplies the absolute differences between the center pixel and the corner
pixels by ωn and also multiplies the absolute differences between two end pixels from the
center pixel with a small value ωo, before it calculates the sum. It assigns ωm =2, ωn=1 and
ωo=0.5. The value of ωs,t is given in (3.14).

d
(k)
i,j =

∑
(s,t)∈D0

k

ωs,t|yi+s,j+t − yi,j|, 1 ≤ k ≤ 4 (3.13)
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Algorithm 5 VMM noise detector
Input: Image Matrix gxy, Threshold (T), Maximum Number of Iterations (n), Decreasing

Rate of Threshold (R)
Output: Window’s Center Pixel Classified
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Initialize Dk with i and j, k= 1 to 4, Say yi,j be the center pixel
8: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

9: if D ∈ ω3 (3.15) then
10: ωs,t=2
11: else
12: if D ∈ ω2 (3.16) then
13: ωs,t=1
14: else
15: ωs,t=0.5
16: end if
17: end if
18: ri,j = min d

(k)
(i,j)

19: if ri,j > T then
20: yi,j is Noisy
21: else
22: yi,j is Noise-Free
23: end if
24: end for
25: end for
26: end for
27: end for
28: T= T * R
29: end for
30: end

ωs,t =


ωm : (s, t) ∈ ω3

ωo : (s, t) ∈ ω2

ωn : otherwise
(3.14)
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where
ω3 = {(s, t) : −1 ≤ s, t ≤ 1}, and (3.15)

where
ω2 = {(s, t) : (s, t) = ±{(−2,−1), (−1,−2), (1,−2), (2,−1)}}. (3.16)

In step 18, the minimum of d(k)
i,j is calculated. The minimum of these four direction indices

are used for impulse detection, which is given in (3.17).

ri,j = min{d(k)
i,j : 1 ≤ k ≤ 4} (3.17)

In steps 19-22, the noisy pixel is identified efficiently from the window by employing an
user parameter T. In step 28, the threshold value is decreased in each iteration by a rate of
decreasing threshold rate (R).

In this algorithm, the value of n is varies from 4 to 6, so the algorithm iterates for a
maximum of 6 times, i.e., constant time. In steps 3 and 4, the loops iterate a total of (rows
* columns) times. Steps 5-6 iterate for a constant time. The internal steps are performed
for a constant time as well. As a whole the algorithm iterates for c1*(rows*cols)*c2 which is
equivalent to O (rows * cols) times, which is quadratic polynomial, c1 and c2 are constants.

3.2.1.2 Impulse Filter

This technique is capable of restoring image fine details and textures even when the image
is highly noisy. For detection of noisy pixels it uses all the neighborhood pixels in the 5
× 5 window. As the detection operator uses the four directions as four edges so it does
well in terms of edge keeping performance. And for filtering the noisy pixels it uses variable
mask, both the 3 × 3 and 5 × 5. Initially it uses 5 × 5 mask for finding the maximum
and minimum standard deviations but eventually to restore the noisy pixels it does median
filtering on the 3 × 3 neighborhood pixels.

The VMM impulse restoration technique is given in Algorithm 6. For detection of noisy
pixels the algorithm uses 5 × 5 test window. But filtering algorithm uses 3 × 3 window to
restore the noisy pixel in the test window. Step 2 iterates for n times. In steps 3 and 4, the
for loops iterate for the whole image matrix. The lines 5 and 6 iterate to contain all the
pixels of the test window of size 5 × 5. In line 7, the standard deviations are computed.
The directions where the minimum and maximum standard deviations present are selected in
steps 8 and 9. In line 10, the median is calculated using the (3.18) by using the 3 × 3 window
region pixels. The filter uses the 3 × 3 window and in which it does not use the directional
pixels for which the standard deviation is maximum. Rather it uses the directional pixels two
times denoted by the repetition or selection operator � [Brownrigg 1984] for which standard
deviation is minimum. And center pixel is excluded from the median operation because it is
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detected as noisy pixel. In steps 11-19, the weights are assigned to the 3 × 3 window region
based pixels for selection of pixels for median operation. Eventually in step 23, the noisy
pixel is replaced by f̂(x, y).

The time requirement for the algorithm is c1 * (rows * cols) * c2 which is equivalent to
O (rows * cols) times, which is quadratic polynomial, where c1 and c2 are constants.

f̂(x, y) = median
(s,t)∈ω4(3.19)

{ωs,t � g(s, t)} (3.18)

where ω4 is given in (3.19).

ω4 = {(s, t) : (s, t) = ±{(−1,−1), (−1, 0), (−1, 1), (0,−1)}}. (3.19)

3.2.2 Edge Preserving Restoration Filter

Edge Preserving Filter is a two step method proposed to denoise the digital images corrupted
by high random valued noises. The first step is to classify whether the center pixel in the
5 × 5 window is noisy or not, which is done using all neighbor directional weighted pixels
in 5 × 5 mask. The proposed technique performs simple arithmetic absolute differences on
the pixels aligned in the four directions with the center pixel. On detection of noisy pixels
an advance median filter has been proposed for restoration of noisy pixel where a variable
window consisting of 3 × 3 and 5 × 5 respectively have been used. To optimize the results,
a three dimensional search space has been used on user supplied parameters in a wide range.
The strength of the algorithm is the detection algorithm which is proposed here. Here a novel
scheme has been proposed which uses a two step method to remove random valued impulse
noises in the digital images. It utilizes all the neighborhood pixels in the 5 × 5 window. The
noise removal phase uses variable size of mask 3 × 3 and 5 × 5 to achieve good quality in
restoring the noisy images. Three user parameters viz., number of iterations (I), threshold
(T) and decreasing rate (R) of threshold in each of the iteration are varied in a wide three
dimensional space to obtain optimal restoration results. Firstly the center pixel is classified
as noisy or noise free in the noise detection step. The 5 × 5 test window is considered for
this reason. In the test window, in each direction seven pixels are contained in it. The
pixel under consideration goes through two level of detection to conform it as a noise free.
The false alarm rate decreases to a very low value by the approach. The noise free pixels
should not be detected as noisy to preserve the image fine textures by the algorithm. That
objective is achieved to some extent by the algorithm. In the filtering stage the proposed
algorithm restores the noisy pixels by weighted median filtering by the help of 3 × 3 and 5 ×
5 window regions. At first it finds the most relevant directions in the 5 × 5 to take the help
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Algorithm 6 VMM filter
Input: Image Matrix gxy, Maximum Number of Iterations (n)
Output: Window’s Center Pixel Restored
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Calculate σ(k)

i,j Dk values, k= 1 to 4
8: li,j = min(σ

(k)
i,j )

9: mi,j = max(σ
(k)
i,j )

10: Find f̂(x, y) = median
(s,t)∈ω4(3.19)

{ωs,t � g(s, t)}

11: if (s, t) ∈ D0
mi,j

then
12: ωs,t = 0
13: else
14: if (s, t) ∈ D0

li,j
then

15: ωs,t = 2
16: else
17: ωs,t = 1
18: end if
19: end if
20: end for
21: end for
22: end for
23: Replace center pixel yi,j by f̂(x, y)

24: end for
25: end for
26: end

of maximum possible information from the neighbor then it calculates the median value by
the help of pixels in the 3 × 3 window. The 3 × 3 window used only for median filtering is
given in Fig. 3.3. The closest pixels from the center pixel are taken zero or more times for
median filtering because they have maximum local similarity with the center pixel.

3.2.2.1 Impulse Detector
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Figure 3.3: Four directions of an 3 × 3 window where the center pixel is under consideration

The edge preserving restoration of digital images algorithm is presented in Algorithm 7.
The proposed impulse detection algorithm uses maximum possible information in the 5 ×
5 window. A simple decision rule is used here to define a noisy pixel. At the beginning it
finds the minimum and maximum intensity values of the twenty four pixels within the test
window around the center pixel, yi,j. If the intensity value of the central pixel lies within the
intensity range spread of its neighbors, it is passed to the next level of detection. Otherwise
the center pixel is detected as corrupted pixel. Let yi,j, Wmin and Wmax are intensity values
of the center pixel, maximum and minimum gray values, respectively within the selected
window around yi,j. Then the decision rule is given in (3.20). Initially this decision function
is performed to classify the center pixel as noisy.

yi,j =

{
Undetected P ixel : yi,j > Wmin && yi,j < Wmax

Noisy P ixel : yi,j ≤ Wmin && yi,j ≥ Wmax

(3.20)

The technique given in Algorithm 7. Step 2 iterates for a maximum of 6 times as the n varies
in range [4,6]. Steps 3-4 iterate to maximum row and maximum column dimensions of the
image matrix. Then it iterates to contain the 5 × 5 window in row major order where the
center pixel, yi,j is under consideration. Steps 5, 6 and 7 iterate to form the set Dk, where k
= 1 to 4, which contain all the twenty five pixels of the window. Let Dk (k=1 to 4) denotes
a set of seven pixels aligned in the kth direction centered at (0, 0), i.e.,

. D1 = {(-1,-2), (-2,-2), (-1,-1), (0, 0), (1, 1), (2, 2),(1, 2)}.

. D2 = {(1,-2), (0,-2), (0,-1), (0, 0), (0,1), (0, 2), (-1, 2)}.

. D3 = {(2,-1), (2,-2), (1,-1),(0, 0), (-1, 1), (-2, 2), (-2, 1)}.

. D4 = {(-2,-1), (-2, 0), (-1, 0), (0, 0), (1, 0), (2, 0), (2,1)}.

Then let D0
k = Dk/(0,0), ∀ k =1 to 4. In step 8, in each direction of the 5 × 5 window

centered at (i,j), it defines d(k)
i,j as the sum of all absolute differences of gray values between
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yi+s,j+t and yi,j with (s,t)∈ D0
k (k= 1 to 4), given in (3.13). In steps 9-17, in each direction,

it multiplies the absolute differences between two closest pixels from the center pixel with a
large value ωm, multiplies the absolute differences between the center pixel and the corner
pixels by ωn and also multiplies the absolute differences between two end pixels from the
center pixel with a small value ωo, before it calculates the sum. It assigns ωm =2, ωn=1 and
ωo=0.5. In step 18, it finds the minimum of d(k)

i,j and ri,j is obtained. In steps 20-22, the
algorithm defines a noisy pixel by the definition of a noisy pixel discussed above. In steps
23-27, the algorithm defines a noise free pixel by the complete decision rule given in (3.21).
In this algorithm the noise detection algorithm permits a pixel to be a noise free if it passes
two levels of detection stages. T is decreased in step 32 by the rate of R. The total iteration
in the algorithm is c1*(rows*cols)*c2 which is equivalent to O(rows*cols) times, which is
quadratic polynomial, where c1 and c2 are constants.

yi,j =

{
Noise Free P ixel : ri,j ≤ T && yi,j > Wmin && yi,j < Wmax

Noisy P ixel : yi,j ≤ Wmin && yi,j ≥ Wmax

(3.21)

3.2.2.2 Impulse Filter

The impulse filter for the edge preserving restoration technique is given in Algorithm 6. In
the proposed noise detection and filtering algorithms, it uses three user supplied parameters
viz., I, T and R. These parameters are varied in the following ranges of values to obtain the
restoration results in terms of PSNR (dB) given in this algorithm.

The filter utilizes an advance switching median filter for restoration of images corrupted
with high density of impulse noise in which the filtering is applied to only the corrupted
pixels in the image while the uncorrupted pixels are kept unchanged. For impulse detection
it utilizes all neighbor directional weighted pixels in the test window. The detection of noisy
pixels in the 5 × 5 test window is done by a simple comparison and arithmetic absolute
differences from the pixel under question with the other pixels in that specified window
region. To restore a noisy pixel detected by the impulse detector the algorithm devises an
enhanced median filter which utilizes both the 3 × 3 and 5 × 5 window regions. Out of four
directions of the 5 × 5 test window three directions are used in the median filtering. Simple
standard deviations are computed on the four directional pixels to select the most important
and most unimportant directions. Repetition operator � is used to signify that operation.
The median value is calculated on 3 × 3 window regional pixels. The center pixel which is
detected as noisy is not used to find the median value. Three user supplied parameters are
varied manually in a wide range to get the maximum possible fitness value by the proposed
algorithm given in this algorithm.
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3.2.3 Sub-Image Restoration Filter

The technique aims at detection and filtering of impulses in digital images through median
filtering technique. The image is logically partitioned into 5 × 5 sub images. Two restored
versions are generated through proposed technique using 3 × 3 and 5 × 5 masks separately
of which better one in terms of PSNR (dB) is chosen. The proposed detection method
is based on all neighbor directional pixels. The absolute differences between each of four
directional pixels with the center pixel are calculated for detection. The filtering is based
on weighted median approach. Among four directions positive weights are assigned to the
direction containing minimum standard deviation considering the fact that they have more
intensity value similarity. Thus certain pixels are selected for median filtering. The median
value replaces the center pixel to restore it. The three user parameters used for detection
and filtering are varied in a wide range to obtain the optimal solutions.

This algorithm proposes a weighted median filter based impulse detection and suppression
techniques in digital images. The training image is logically partitioned into several 5 × 5
window sub regions. Each of the window separately goes through two different masks such
as 3 × 3 and 5 × 5 and produces two different restored versions of that window. Each of the
restored versions is compared with the original to compare the fitness in terms of PSNR (dB).
The correction obtaining maximum PSNR is accepted and incorporated in to the selected
window. PSNR (dB) is calculated at end of restoration of all 5 × 5 sub window regions of
the test image. Both 3 × 3 and 5 × 5 window based detection and filtering operator uses
all neighbor directional pixels to include all the pixels in the window. Four directions of the
center pixel within are considered to classify the center pixel. Only noisy pixel goes through
the filtering operator, the remaining pixels are not altered. The detection operator computes
arithmetic operations on the directional pixels with the center pixel to define a noisy pixel.
The filtering operator selects the most relevant directional pixels among the four to calculate
the median value and that replaces the center pixel. Four standard deviations are calculated
in four directions to select pixels of more importance. Three user parameters are used for
detection and filtering operations, viz., threshold (T), maximum number of iterations (Imax)
and decreasing rate of threshold in each iterations (R) are varied in a range to get the optimal
restoration results. The proposed noise removal operator performs noise denoising on every
pixels of 5 × 5 sub image using 3 × 3 and 5 × 5 neighboring pixels of the pixel under question
separately. The process diagram is shown in Fig. 3.4. The proposed impulse detection and
filtering operator consists of two main processes which illustrate the impulse detection and
filtering. Each 5 × 5 subimage is restored using best optimal result obtained out of 3 × 3
and 5 × 5 masks. The 3 × 3 and 5 × 5 window regions are already shown in this chapter.
In both figures, four directions are considered based on center pixel to classify that pixel.
The second one shows 5 × 5 mask which includes all the neighborhood pixels of the center
pixel. These pixels will be referred as all neighboring directional weighted pixels (ANDWP).
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Figure 3.4: Process diagram for each of the 5 × 5 sub image

The impulse detection rule is given in subsection 3.2.3.1 and that of filtering rule is given in
subsection 3.2.3.2.
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3.2.3.1 Wd1 × Wd2 based Impulse Detector

The 3 × 3 and 5 × 5 window regions based detection operators are almost identical except
their sizes. The maximum and minimum gray values in each of the 3 × 3 and 5 × 5 window
regions are determined. When the center pixel of the test window does not lie in the range
of maximum and minimum gray values, it is detected as noisy. Otherwise the absolute
differences between the center pixel and all other pixels in each direction are calculated.
These are known as direction indices. The minimum of these indices are determined and
compared with a threshold value. Eventually the complete detection rule is formed. The
impulse detection rule is outlined in Algorithm 8. Step 2 iterates for a maximum of 6 times
as the n varies in range [4, 6]. Steps 3-4 iterate to maximum rows and maximum columns to
contain all the pixels in the Wd1 × Wd2 window. Steps 5-7 iterate to form the set Dk where
Dk (k=1 to 4) denotes the set of coordinates aligned in the four directions centered at (0, 0)
in the window, i.e.,

D1={(-y,-y),...,(-1,-1), (0,0), (1,1),...,(y, y)}.

D2={(0,-y),...,(0,-1), (0,0), (0,1),...,(0,y)}.

D3={(y,-y),...,(1,-1), (0,0), (-1,1),...,(-y, y)}.

D4={(-y,0),...,(-1,0), (0,0), (1,0),...,(y,0)}.

For 5 × 5 window two end pixels in each direction included for impulse detection and filtering
purposes are as follows:

D1a= {(-2,-1), (-2, 1)}.

D2a= {(-1,-2), (-1, 2)}.

D3a= {(1,-2), (1, 2)}.

D4a= {(2,-2), (2, 1)}.

In steps 8-17, d(k)
i,j is calculated as the absolute differences between the center pixel and all

other directional pixels around the center pixel and then the differences in each direction
are multiplied by weighting factors. In step 18, the minimum of the direction indices are
computed. The impulse detection is done by the decision rule given in (3.21). T is decreased
in step 32 by the rate of R. The time complexity of the algorithm is c1 * (rows*cols) * c2

which is equivalent to O (rows * cols) times, which is quadratic polynomial, where c1 and c2

are constants.
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3.2.3.2 Wd1 × Wd2 Window based Impulse Filter

The filtering rule using 5 × 5 neighbor is almost similar to 3 × 3 neighbor based filtering.
It uses a statistical tool, i.e., standard deviation for selecting the pixels in the window to
compute the median operation. The directions where the standard deviations are on the
minimum side are determined and taken for the median operation. Some of the pixels of the
test window are given more weights and they are selected number of times and some pixels
are not taken at all to form the set prior to the median operation. The pixels which have
minimum spatial distances with the center pixel are given larger weight. The technique is
outlined in Algorithm 9. In the algorithm, step 2 iterates for n times. Steps 3-4 iterate to
maximum rows and maximum columns to contain all pixels in theWd1 ×Wd2 window. Steps
5-7 iterate to form the set Dk where Dk (k=1 to 4) denotes the set of coordinates aligned in
the four directions centered at (0, 0) in the window. In step 7, four standard deviations are
obtained in four directional pixels. In steps 8-9, the directions and pixels are taken at the
directions where standard deviations are minimum and second minimum. In steps 10-20,
the median is calculated based on the weights of the pixels, which are used to select by the
repetition operator �. In step 24, the center pixel is replaced by the median value.

ω1 = {(s, t) : −1 ≤ (s, t) ≤ 1} (3.22)

ω2 = {(u, v) : −1 ≤ (u, v) ≤ 1} (3.23)

ω3 = {(p, q) : −2 ≤ (p, q) ≤ 2 and (p, q) 6= [−1, 0, 1]} (3.24)

The algorithm for restoration of impulses is proposed where the digital images are contam-
inated by any level or density of noises. The total iteration count of the algorithm is c1 *
(rows * cols) *c2 which is equivalent to O (rows * cols) times, which is a quadratic polyno-
mial, where c1 and c2 are constants.

The simple noise suppression techniques presented in this chapter are evaluated through
results and comparisons with the state of the art methods in section 9.1 of chapter 9. In
this case the digital images are corrupted with random valued noises. The section contains
results and comparisons on five algorithms such as Directional Weighted Minimum Devia-
tion (DWMD), All Neighbor Directional Weighted Pixels (ANDWP), Variable Mask Median
(VMM), Edge Preserving Restoration (EPR) and Sub-Image Restoration (SIR) based filters.
The liftingbody, boat, lena, barbara and cameraman images are used to evaluate the proposed
algorithms. Color lena image is also used to evaluate the proposed algorithms for noisy
color image. Those images are corrupted using minimum (10%) to maximum noise density
(100%) using the noise models. The results given by the proposed algorithms are presented
by three popular and useful performance metrics such as Peak-Signal-Noise Ratio, Image
Enhancement Factor, Structure Similarity Index and visual effects.
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3.3 Discussions

In this chapter, techniques for digital image denoising have been presented which are based
on simple arithmetic operations. Absolute differences are computed in the noise detection
stage. Standard deviations are also used for such purpose. The maximum and minimum
pixel intensity values within a test window are used to detect the noisy pixels. 3 × 3 and 5
× 5 window regions are considered in row major order and slides to next window to cover
the whole input image. In both the test window regions all the pixels in the window are
utilized for detection and filtering purposes in this chapter. In 5 × 5 test window all the
twenty five pixel are utilized in order to classify and restore the center pixels. Those pixels
are referred to as all neighbor directional weighted pixels. In the test window four directions
are associated in calculation to have the edges intact. The objective of any image de noising
algorithm is to suppress the noise as much possible while to preserve the image fine textures
as well. The image should not be blurred at all. Hence the pixels within the test window
are considered in directional positions. The direction where standard deviation is minimum
may be considered as an edge in the image. In the test window the four directional pixels are
preserved to have the edges intact. The center pixel within each test window are classified
as noisy or noise free by the help of the above operations. The time complexities of the
proposed algorithms are also, studied and proved to be in order of polynomial.

In the filtering stage, either standard deviation based approach or median filtering ap-
proaches have been incorporated in the algorithms presented in this chapter. In case of
standard deviation based approach, the noisy center pixel is replaced by the pixel which has
maximum similarity within the test window. As it is known that the standard deviation is
the measure of how closely the set of pixels are clustered. The median operations are also
done in the algorithms for restoring the pixels which are noisy. The pixels which are most
relevant are selected first and then they are applied to median filtering. The pixels which are
most relevant are selected more than one time and the pixel which has not such similarity
with the test window are rejected for median operations. Thus weighted median filtering
approach has been incorporated in this chapter to restore the noisy pixels.

The first method presented in this chapter is based on standard deviation based filtering.
In this method, a directional weighted minimum deviation (DWMD) based filter has been
proposed for removal of high random valued impulse noise (RVN). The proposed approach
based on standard deviation works in two phases. The first phase detects the contaminated
pixels by differencing between the test pixel and its neighboring pixels aligned with four
directions. The second phase filters only those pixels keeping others intact. The filtering
scheme is based on minimum standard deviation of the four directional pixels.

A variance based filter has also been proposed for removing high random valued impulse
noise from digital images. In the proposed algorithm, all the twenty four neighbors of the
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center pixel in the 5 × 5 window are included and used for noise detection. As a result
it gives very less miss and false alarm values compared to other filters. The fundamental
superiority of the proposed operator over most other operators is that it efficiently removes
impulse noises from highly corrupted images while successfully preserves the thin lines, edges
and fine details in the enhanced image.

The variable mask median filter (VMM) of suppressing random valued impulses in the
digital images is simple and robust. This method is capable of preserving fine details and
textures of images even when the image is corrupted with high density of impulses. For
detection of noisy pixels all the neighborhood pixels in the 5 × 5 window are taken into
considerations. As the detection operator uses the four directions as four edges so it performs
well in retaining of edges. The VMM uses variable mask, both the 3 × 3 and 5 × 5 to filter a
noisy pixel. Initially it uses 5 × 5 mask for finding the directions which have the maximum
and minimum standard deviations but eventually to restore the noisy pixels it does median
filtering on the 3 × 3 mask. Certain pixels of the 3 × 3 window are selected and repeated
prior to median filtering.

EPR filter proposes an advanced switching median filter for restoration of images cor-
rupted with high density of impulse noise in which the filtering is applied to only the cor-
rupted pixels in the image while the uncorrupted pixels are kept unchanged. For impulse
detection it utilizes all neighbor directional weighted pixels in the test window. The detection
of corrupted pixels in the 5 × 5 test window is done by a simple comparison and arithmetic
absolute differences from the pixel under question with the other pixels in that specified
window region. To restore a noisy pixel detected by the impulse detector it proposes an
enhanced median filter which utilizes both the 3 × 3 and 5 × 5 window regions. Out of four
directions of the 5 × 5 test window three directions are used in the median filtering. Simple
standard deviations are computed on the four directional pixels to select the most important
and irrelevant directions. The median value is calculated on 3 × 3 window regional pixels.
The center pixel which is detected as noisy is not used to find the median value.

Sub image restoration filter is an efficient algorithm for restoration of impulses in digital
images which are contaminated by any level or density of noises. It is an improved switching
median filter based on 3 × 3 and 5 × 5 neighborhood pixels where the filter is applied to only
the corrupted pixels in the training images while the noise free pixels are left unchanged.
The full length image is broken into several 5 × 5 sub images. Each of the sub image is
restored using two different masks such as 3 × 3 and 5 × 5. Among the two different restored
sub images better results in terms of PSNR is taken. The detection and filtering algorithms
are very simple but efficient. The computational cost of each of the algorithm presented in
this chapter are studied and presented in the results section.
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Algorithm 7 EPR noise detector
Input: Image Matrix gxy, Threshold (T), Maximum Number of Iterations (n), Decreasing

Rate of Threshold (R)
Output: Window’s Center Pixel Classified
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-2 to 2 do
6: for j=-2 to 2 do
7: Initialize Dk with i and j, k= 1 to 4, Say yi,j be the center pixel
8: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

9: if D ∈ ω3 (3.15) then
10: ωs,t=2
11: else
12: if D ∈ ω2 (3.16) then
13: ωs,t=1
14: else
15: ωs,t=0.5
16: end if
17: end if
18: ri,j = min d

(k)
(i,j)

19: Say Wmin and Wmax be the minimum and maximum gray values in 5 × 5
window

20: if yi,j ≤ Wmin && yi,j ≥ Wmax then
21: yi,j is Noisy
22: end if
23: if yi,j > Wmin && yi,j < Wmax then
24: if ri,j ≤ T then
25: yi,j is Noise-Free
26: end if
27: end if
28: end for
29: end for
30: end for
31: end for
32: T=T*R
33: end for
34: end
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Algorithm 8 SIR noise detector
Input: Image Matrix gxy, Threshold (T), Maximum Number of Iterations (n), Decreasing

Rate of Threshold (R)
Output: Window’s Center Pixel Classified
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-(2*m+1) to (2*m+1) do
6: for j=-(2*m+1) to (2*m+1) do
7: Initialize Dk, k= 1 to 4, Say yi,j be the center pixel
8: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

9: if D ∈ ω3 (3.15) then
10: ωs,t=2
11: else
12: if D ∈ ω2 (3.16) then
13: ωs,t=1
14: else
15: ωs,t=0.5
16: end if
17: end if
18: ri,j = min(di,j)

19: Say Wmin and Wmax be the minimum and maximum intensity values within
the Wd1 × Wd2 test window around the center pixel yi,j

20: if yi,j ≤ Wmin && yi,j ≥ Wmax then
21: yi,j is Noisy
22: end if
23: if yi,j > Wmin && yi,j < Wmax then
24: if ri,j ≤ T then
25: yi,j is Noise-Free
26: end if
27: end if
28: end for
29: end for
30: end for
31: end for
32: T=T*R
33: end for
34: end
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Algorithm 9 SIR filter
Input: Image Matrix gxy, Maximum Number of Iterations (n)
Output: Window’s Center Pixel Restored
1: begin
2: for g=0 to n-1 do
3: for x=0 to MaxRow-1 do
4: for y=0 to MaxCol-1 do
5: for i=-(2*m+1) to (2*m+1) do
6: for j=-(2*m+1) to (2*m+1) do
7: Calculate σ(k)

i,j using Dk values, k= 1 to 4
8: min1i,j = min(σ

(k)
i,j ), k= 1 to 4

9: min2i,j = min(σ
(k)
i,j ), k= 1 to 3

10: f̂(x, y)= median
(s,t)∈ω1,(p,q)∈ω2,(u,v)∈ω3

{ωs,t � g(s, t) and ωp,q � g(p, q) and ωu,v � g(u, v)}

11: ω1, ω2 and ω3 are given in (3.22), (3.23) and (3.24) respectively
12: if (s, t) ∈ D0

min1i,j
then

13: ωs,t = 2
14: end if
15: if (p, q) ∈ D0

min1i,j
then

16: ωp,q = 1
17: end if
18: if (u, v) ∈ D0

min2i,j
then

19: ωu,v = 2
20: end if
21: end for
22: end for
23: end for
24: Replace center pixel yi,j by f̂(x, y)

25: end for
26: end for
27: end
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The noise removal operators discussed in the previous chapter are optimized in this chap-
ter to get the global optimal restoration results. Meta- heuristic optimization [Nash 1996,
Osman 1996] methods are applied for optimization of the decision variables of the optimiza-
tion problem. Some user parameters of the noise removal operators are searched using the
meta-heuristic optimization techniques in this chapter. Three user parameters viz. number
of iterations (I), threshold value (T) and decreasing rate of threshold value in each iteration
(R) of the algorithms are searched in a three dimensional search space in this chapter. The
first parameter of the algorithm is number of iterations (I) which will be varied in a fixed
range to get the optimal restoration results. The most important parameter which is used in
the noise detection rule is the Threshold (T) value. Depending upon the value of the thresh-
old any pixel in the image is classified as noisy or noise free. Lastly, in each generation or
iteration the threshold value is decreased by a multiplying factor as generation wise the noise
density is decreased by an amount. In simple words, the pixel intensity values are changed
in each generation of the algorithm. So the threshold value should be decreased genera-
tion wise. Three most relevant parameters are searched in a wide range to get the optimal
restoration results. The restoration results are obtained on the basis of peak signal to noise
ratio (PSNR (dB)). So the optimization algorithm that has a fitness or objective function
which should always be maximized to get larger PSNR (dB) values by the generation.

Two optimization algorithms which are stochastic and randomized in nature are used
for optimization of the noise removal operators discussed so far. Genetic Algorithm (GA)
[Holland 1992, D.E. 1989] and Particle Swarm Optimization (PSO) based optimization al-
gorithms are proposed in this chapter. Genetic algorithm based optimization algorithm



4.1. Based on Genetic Algorithm 94

has been proposed here first because it can solve every optimization problem which can
be described with the chromosome encoding. Particle Swarm Optimization is a relatively
recent heuristic search method whose mechanics are inspired by the swarming or collabo-
rative behavior of biological populations. This technique is proposed because of its ease of
implementation and fast convergence rate. PSO is more computationally efficient (uses less
number of function evaluations) than GA. In this chapter, both the algorithms are examined
and investigated to optimize the fitness function of the noise removal operators depending
upon the constraints viz., number of iterations (I), threshold value (T) and decreasing rate
of threshold value in each iteration (R) of the noise detection and filtering techniques.

Genetic algorithm and Particle swarm optimization based optimization techniques are
presented in sections 4.1 and 4.2, respectively. The chapter has a discussion in section 4.3.

4.1 Based on Genetic Algorithm

In this technique, a basic binary encoded GA [Williams 1998] with binary tournament selec-
tion, uniform crossover and low probability mutation rate are employed to solve the problem.
The GA represents the design variables of each individual design with binary strings of 0’s
and 1’s that are referred to as chromosome. Three parameters of the detection and filtering
operators are used and searched in a three dimensional space to find the optimal solutions
using GA. Fig. 4.1 shows the context level process diagram of the technique. Three main
processes such as detection of noisy pixel, genetic algorithm and filtering of noisy pixels ex-
change arguments among themselves. The encoded chromosomes along with the noisy image
are passed by the genetic algorithm to the detection process for detecting the noisy pixels.
Subsequently the detection method returns a Boolean output to the GA process. Now if the
Boolean value is true then the GA process calls the filtering process by sending the encoded
chromosomes along with two images i.e., original image and noisy image. Finally the process
returns the fitness values in terms of PSNRs for the corresponding chromosomes. As a result
three user parameters viz. numbers of iterations (I), threshold value (T) and decreasing rate
of threshold value in each of the iteration (R) are searched in a three dimensional search
space for which the optimal solutions are obtained using genetic algorithm. These three pa-
rameters are estimated to get optimal restoration results by a search technique that mimic
the evolution of populations of individuals i.e., GA. Using this technique, the detection and
filtering algorithm does not require any parameter to be supplied by the user for any level
of noise density in the image. The GA based optimization technique is discussed in section
4.1.1.
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Figure 4.1: Context level diagram of optimization technique

4.1.1 The Proposed Technique

The performances of filters are tuned manually in general using a very limited search space
using various parameters to optimize the performance. Unfortunately there is no analytical
method to determine the optimal values for these parameters that yield the best results
for a given filtering experiment. As a result, values of these parameters are heuristically
determined and experimentally verified for each individual simulation experiment. In the
optimization process three user parameters are taken using three dimensional search space
using a randomized search and optimization technique.

Simple genetic algorithm based optimization technique works as follows. Initial pop-
ulation of individuals are encoded randomly followed by the fitness of all individuals are
evaluated. Until a termination condition is obtained fittest individuals are selected for re-
production, crossover and recombination by generating new population in each cascading
stage. Extensive simulation has been performed using six sub procedures of genetic algo-
rithm. The process starts with encoding of initial population followed by the evaluation of
fitness, elitism, selection, crossover and mutation. The parameters, attributes and detail
techniques are discussed in the following subsections, 4.1.1.1 to 4.1.1.6.

4.1.1.1 Chromosome Encoding and Initial Population

In Genetic algorithm based noise detection and filtering scheme the binary chromosomes are
used to encode the three parameters I, T and R as follows:

Encoded Chromosome:
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P: Iteration (I) + Threshold (T) + Decreasing Rate of T (R)

The size of the encoded chromosome (P) is of 21 bits length out of which four bits are
kept for iteration (I), ten bits for threshold (T) and seven bits for decreasing rate of T termed
as R. First four bits of a chromosome represents the number of iterations (I) to afford a max-
imum of 15 iterations, intermediate 10 bits used to encode the maximum threshold value
of 1024 and last 7 bits to encode the decreasing rate of threshold value in each iteration of
up to a value of 0.95. Each parameter is converted to decimal and mapped into a specific
range. Number of iterations (I) is considered in the range of 4 to 12 for computation in a
single chromosome. If the decimal value corresponding to the first 4 bits of the chromosome
is i, then the mapping is done as follows:

If (i < 4) then i=4;

If (i > 12) then i=12;

Threshold value (T) is also mapped into the range of 300 to 1000. Let the decimal value
corresponding to the 10 bits of the chromosome is t, then the mapping is as follows:

If (t < 300) then t=300;

If (t > 1000) then t=1000;

For the decreasing rate of threshold value (R), last 7 bits of the chromosome is d, and
then the mapping is done using a function given in (4.1). R is mapped into the range of [0.6,
.95] using the (4.1).

R(d) = 0.6 +
0.95− 0.6

127− 0
∗ d (4.1)

4.1.1.2 Fitness Evaluation

Fitness/objective function is associated with each chromosome. This indicates the degree
of goodness of the encoded solution. Fitness of each chromosome is determined by the
parameter such as Peak Signal to Noise Ratio (PSNR (dB)) and Image Enhancement Factor
IEF). As enhancement of PSNR increases IEF, the PSNR is selected as the parameter to
act as the objective function/fitness value of the chromosomes. So the system maximizes
the PSNR(dB) of the restored image in each generation. The fitness function for the GA
based optimization algorithm is given in (4.2), where M and N are the dimensions of the
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input images respectively. I1 and I2 are the original and enhanced images respectively.

f(I1, I2) = PSNR(dB) = 10 ∗ log10(
2552

1
M∗N

∑
m,n(I1m,n− I2m,n)2

) (4.2)

Table 4.1 shows the PSNR values obtained in simulation for four chromosomes.

Table 4.1: Sample results of fitness evaluation

Population (P=4)
and Length (L) =21 bits

Decimal Fitness Value

I T R PSNR
011010000011001011110 06 524 0.863 24.90
000110101010010011100 04 681 0.678 25.69
101000001011101111111 10 300 0.950 26.39
011001110001010011010 06 453 0.672 27.29

4.1.1.3 Elitism

In this technique one copy of the best chromosome is kept outside the population of each
generation, which propagate for the selection, cross over and mutation. At the end of each
generation the worst has also been selected and if it is seen that it is better than the best chro-
mosome of the previous generation then it survives in the population otherwise is replaced
by the best chromosome of the previous generation.

4.1.1.4 Selection

In each generation a mating pool is formed with the same size of the population consisting of
better chromosomes and for the purpose, the Binary Tournament Selection (BTS) method
[D.E. 1989] is used. Best chromosome between the two has been selected and copied into
the mating pool, and the process repeated until the mating pool is full. Using this method,
the chromosome with the lowest fitness value can never be copied into the mating pool. If
there is a tie, then the chromosome, for which the number of iterations is lower, is selected
for the mating pool.

4.1.1.5 Crossover

Crossover means exchange of genetic information. It takes place among randomly selected
parent chromosomes from the mating pool. Single point crossover and uniform crossover
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[Z. 1996] are the most commonly used schemes. It is a probabilistic operation. It occurs
with high probability (µc) in each generation. A real value is taken randomly and if it is seen
that it is less than (µc) then cross over occurs. Otherwise the two parents are copied to the
next pool for mutation directly. The uniform crossover method is done here. The process
has been iterated n/2 times for a mating pool of size n. First two parent chromosomes are
selected from the mating pool followed by generation of a binary mask of length 21 bits.
Depending upon the mask bit value (either 0 or 1) the crossover has been made. If mask bit
value of ith position is 1 then the ith bits of the parent chromosomes are swapped. Otherwise
crossover does not occur for that bit position. From n number of mating pool chromosomes
n numbers of off springs have been made for the next generation. One example of uniform
cross over is shown in Fig. 4.2.

Figure 4.2: Uniform crossover
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Figure 4.3: Mutation

4.1.1.6 Mutation

It is the process of random alteration in the genetic structure. It introduces genetic diversity
into the population. It explores new search areas in the populations. Mutating a binary
gene involves simple negation of the bit. It’s a probabilistic operation. It occurs with very
low probability (µm) in each generation. A random value is taken first and if it is seen that
it is less than (µm) then mutation occurs for a single bit position in the parent chromo-
some. Otherwise the mutation does not occur for the particular bit position. Mutation on a
single chromosome is shown in Fig. 4.3. Typically (µm) is between 1

popsize
and 1

chromosomelength
.

The following parameters are used for genetic algorithm for the proposed denoising tech-
nique.

� Population size (P) - variable. In this algorithm P is chosen in the range [5, 15].

� Chromosome length (L)- fixed (21 bits)

� Probabilities of crossover µc, and mutation µm. µc is kept high and µm is kept low. µc

= [0.6-0.9] and µm = [0.01-0.1]

� The simulation scheme executed the program for [30, 50] generations on the various
images along with different types of noise ratios.
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4.2 Based on Particle Swarm Optimization

Particle swarm optimization [J. 1995, Eberhart 1995] based algorithm has also been applied
for operator optimization. The noise removal operator has three parameters for which the
optimization or maximization of PSNR (dB) is done. PSO 1 is similar to the Genetic
Algorithm (GA) in the sense that these two evolutionary heuristics are population-based
[Si ] search methods. The drawback of the GA is the computational cost. In this technique,
a basic binary encoded PSO with fixed length particle and a fixed length swarm of particles
are employed to solve the problem. The PSO represents variables of each individual design
with binary strings of 0’s and 1’s are referred to as the candidate solutions. In PSO, the
algorithm maintains a population of particles, where each particle represents a potential
solution of the optimization. Each particle is assigned a randomized velocity. The particles
are then flown through the problem space. The aim of PSO is to find the particle position
that results in the best evaluation of a given fitness function. Each particle keeps track of
the following information in the problem space: xi, the current position of the particle; vi,
the current velocity of the particle; and yi, the personal best position of the particle which
is the best position that it has achieved so far. This position yields the best fitness value for
that particle. The fitness value of this position is called pBest. There is another parameter
simulated by PSO, called global best (gBest). For gBest, the best particle is determined from
the entire swarm. The best value tracked by the global version of the PSO is the overall
best value (gBest), obtained so far by any particle in the population. The PSO changes the
velocity of each particle at each time step so that it moves toward its personal best and global
best locations. This is described in section 4.2.1. The fitness of each particle is considered as
the PSNR (dB) value of the restored image by optimization of the noise removal operator.
The PSNR (dB) values of each particle are updated or maximized in each generation of the
PSO run. The PSO based optimization technique is presented in section 4.2.1.

4.2.1 The Proposed Technique

The particle swarm optimization pseudo code is given in Algorithm 10. The pseudo code is
simplified for implementing the global version of PSO is as follows:

1. Initialize population of particles with random positions and velocities on a d-dimensional
problem space. The three dimensional search space represented by I, T and R as param-
eters and are initialized as 1 to 10, 300 to 1000 and 0.6 to 0.95 respectively. Particles
are initialized randomly at xp in a fixed size of swarm. Here ’p’ represents particle
number in a swarm.

1http://www.mnemstudio.org/particle-swarm-introduction.htm
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Algorithm 10 PSO pseudo code
1: begin
2: for each particle do
3: Initialize particle
4: end for
5: for maximum iterations or minimum error criteria do
6: Calculate Particle fitness value
7: if the fitness value is better than pBest then
8: Set pBest = current fitness value
9: end if

10: if pBest is better than gBest then
11: Set gBest = pBest
12: end if
13: end for
14: for each particle do
15: Calculate particle’s velocity
16: Update particle’s position
17: end for
18: end

2. For each particle, evaluate the desired optimization fitness function of d variables. As
the maximum value of PSNR to be estimated using (4.3), same equation is used as
fitness function f for the particles in PSO based optimization technique.

f(I1, I2) = PSNR(dB) = 10 ∗ log10(
2552

1
M∗N

∑
m,n(I1m,n− I2m,n)2

) (4.3)

where M and N are the dimensions of the input images respectively. I1 and I2 are the
original and enhanced images respectively. The detection of noisy pixels depends upon
the threshold value T, which is decreased by a rate R and the finite numbers of iterations
are required to obtain the optimum fitness value depending upon the parameter R and
I respectively. The problem under consideration is to find the particles having the
best fitness value (i.e., maximum PSNR) and that has been implemented. The fitness
function given in the (4.3) is used for PSO.

3. Compare particle’s fitness with its personal best value (pBest). If the current fitness
is better than pBest, then the pBest value is set equal to the current value and the
pBest location equal to the current location in the multidimensional space.

4. Compare fitness evaluation with overall previous best value of populations. If the
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current value is better than the global best (gBest), set gBest to the current value of
current particle and set the global best position to the position of current particle.

5. Change the velocity and position of the particle according to (4.4) and (4.5), respec-
tively.

vp(i+ 1) = h(i) ∗ vp(i) + Ψp ∗ rp ∗ (xpbp(i)− xp(i)) + Ψg ∗ rg ∗ ((xgbp(i)− xp(i)) (4.4)

xp(i+ 1) = xp(i) + vp(i+ 1) (4.5)

Ψp and Ψg are the positive learning factors respectively. rp and rg are random numbers
in [0, 1]. i is the generation number in [1, IMAX ]. IMAX is the maximum number of
generations. h(i) ∈ [0, 1] is the inertia factor. fpB(i) and fgB(i) are the pBest value
and gBest values at ith generation, respectively. xpB(i) and xgB(i) are the personal and
global best positions of pth particle at ith generation respectively.

6. Loop to step 2 until a termination criterion is met. The criterion is usually a sufficiently
good fitness or a maximum number of iterations.

Figure 4.4: Change of velocity and position of particles

The position of each particle is updated using its velocity vector as given in (4.5) and depicted
in Fig. 4.4. Three values which effect the new search direction, namely, current motion,
particle own memory, and swarm influence, are incorporated via a summation approach as
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shown in (4.4) with three weight factors, namely, inertia factor, h, self confidence factor, Ψp

and swarm confidence factor Ψg respectively. The original PSO algorithm [J. 1995] uses the
values of 1, 2 and 2 for h, Ψp and Ψg respectively, and suggests upper and lower bounds on
these values as shown below.

• Inertia weight h ∈ [0.4,1.4]

• Self confidence factor Ψp ∈ [1.5,2]

• Swarm confidence factor Ψg ∈ [2,2.5]

The research presented in this chapter reveals that setting the three weight factors h, Ψp and
Ψg at 0.5, 1.5, and 1.5 respectively provides the best convergence rate for all test problems
considered. For complete set of experiments following parameters are used:

• Number of particles =[15,20].

• Stopping criteria is considered as the convergence of particle global best value gBest.

• Learning factors Ψp =1.5 and Ψg= 1.5 for all images.

• Inertia factor h = 0.5

• The three constraints for which the optimization of the PSNR (dB) is done are having
the following upper and lower limit

1. The threshold value T ∈ [300, 1000]

2. Maximum numbers of iteration (Imax) ∈ [1,10]

3. Decreasing rate of Threshold (R) ∈ [.06.,0.95]

The operator optimization techniques presented in this chapter are evaluated through results
and comparisons with the state of the art methods in section 9.2 of chapter 9. In this case
the digital images are corrupted with random valued noise and salt and pepper noise. The
optimizations of the Sub-Image Restoration (SIR) filter are done using Genetic Algorithm
(GA) and Particle Swarm Optimization (PSO) techniques. Three user parameters of the
SIR filter are searched in a wide range by the two optimization algorithms. Best method of
the noise suppression techniques i.e., SIR is optimized in the section by using GA and PSO.
Other methods are not used for optimization here but they can also be optimized. The
section contains results and comparisons on the algorithms such as GASIR and PSOSIR
based filters. The liftingbody, boat, lena, barbara and cameraman images are used to evaluate
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the proposed algorithms. Color lena image is also used to evaluate the proposed algorithms
for noisy color image. Those images are corrupted using minimum (10%) to maximum noise
density (100%) using the noise models. The results given by the proposed algorithms are
presented by three popular and useful performance metrics such as Peak-Signal-Noise Ratio
(PSNR(dB)), Image Enhancement Factor (IEF), Structure Similarity Index Measure (SSIM)
and visual effects.

4.3 Discussions

The noise removal operators proposed in the previous chapter are optimized in this chapter.
The noise removal operators have some parameters which required to be supplied during
suppression of noises in digital images. Those parameters are heuristically supplied by the
user and varied in a range to obtain the restoration results satisfactory. But those methods
do not guarantee optimal restoration results. Those methods give semi-optimal or sub-
optimal restoration results. Another factor is the different bench mark images have different
characteristics in the image pixels. So there is a requirement of parameter searching and
optimization during the program run independent to the benchmark images. Beside that
when noise density is varied, the values of the parameter set need to be changed. For such
reasons the parameters of the algorithms discussed in the previous chapter are searched
in a wide range by two heuristic search algorithms in this chapter. Two recent stochastic
randomized search algorithms are proposed for optimization the operators in this chapter.
Genetic algorithm based optimization algorithm is proposed first because it can solve every
optimization problem which can be described with the chromosome encoding. Whereas
Particle Swarm Optimization is a relatively recent heuristic search method whose mechanics
are inspired by the swarming or collaborative behavior of biological populations. Both the
algorithms are examined and investigated to optimize the fitness function of the noise removal
operators depending upon the constraints viz., number of iterations (I), threshold value (T)
and decreasing rate of threshold value in each of the iteration (R) of the noise detection
and filtering techniques. Maximization of PSNR (dB) of the restored image is the fitness
function of the proposed optimization algorithms.

Elitism model of genetic algorithm based optimization algorithm is proposed first for the
optimization algorithm. The operators of the genetic algorithm such as encoding, fitness
calculation, crossover and mutation are done properly to get the global optimal solutions.
Chromosome encoding is done in terms of binary strings. Binary tournament selection is used
as the fitness calculation. Uniform crossover method is presented to make the mating pool
from the parent chromosomes. The crossover method is done on the basis of high crossover
probability. The mutation is done lastly with each chromosome with low probability.

Due to high computational cost of the genetic algorithm, the particle swarm optimization
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is also used for optimization of the operators in this chapter. Besides that, the ease of
implementation and faster convergence rate of the PSO algorithm has made it a better
algorithm compared to GA. Fixed length particles are encoded during the optimization
method by the PSO algorithm.
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Noise Density Estimation for Adaptive
Median Filter
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In this chapter, the density of noises in the digital image is estimated prior to de-
noising. Depending upon the noise density, an empirical window size is suggested for
restoration of the noisy pixels. To estimate the noise percentage on the digital image,
pixel clustering is done in the proposed algorithm. In this technique, one of the impor-
tant task is to cluster the pixels in the images into homogeneous regions, each of which
corresponds to some intensity space type. The problem of pixel clustering is often mod-
eled as clustering in the intensity space [Bandyopadhyay 2001, Maulik 2003]. Clustering
[Everitt 1993, Jain 1988, Moulik 2002, Tou 1974] means the method of grouping samples
so that the samples belong to same group are similar. The groups are called cluster
[Jain 1999, Tan 2006, Gose 1996]. It is an unsupervised pattern classification tool in which
a given data set of n objects is partitioned into K distinct groups based on some similarity
or dissimilarity metric where the value of K may or may not be a priori. The proposed
clustering based noise removal algorithm consists of three main steps: noise detection, noise
density estimation and noise filtering.

The adaptive median filtering has been applied widely as an advanced method compared
with standard median filtering. The adaptive median filter performs spatial processing to
determine which pixels in an image have been affected by impulse noise. The adaptive
median filter classifies pixels as noisy by comparing each pixel in the image to its surrounding
neighbor pixels. The size of the neighborhood is adjustable, as well as the threshold for the
comparison. A pixel that is different from a majority of its neighbors, as well as being not
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structurally aligned with those pixels to which it is similar, is labeled as impulse noise. These
noisy pixels are then replaced by the median pixel value of the pixels in the neighborhood
that have passed the noise labeling test. Adaptive median filter changes the size of Sxy (the
size of the neighborhood) during operation. The size of the window can be varied depending
upon the density of the image automatically during the program run. Density of noises in
the image is first estimated. Then an empirical window size is suggested in the program.
On the suggested test window of neighbors, noise detection and filtering rules are applied.
A popular clustering technique is used for clustering of pixels in the proposed chapter for
noise density estimation.

The noise density estimation technique based on clustering of image pixels is given in
section 5.2. The noise detection and adaptive median filtering rules are discussed in section
5.1 and section 5.3, respectively. The discussions of the issue has been done in section 5.5.

5.1 Proposed Technique for Noise Detection

The proposed impulse detection scheme is based on the clustering results and on some simple
arithmetic comparisons. Considering that two pixels whose spatial distance is small, their
gray level values should also be closed. Accordingly their cluster level vectors would be
similar. A 5 × 5 region which belong to same cluster must be noise free flat region. The
pixels present on an edge should also belong to same cluster. An edge is detected using
Laplace operator 1. If the pixels on an edge belong to dissimilar clusters then one or more
pixels on that particular direction are corrupted pixel(s). Corrupted pixels on each direction
are determined by counting the belongingness of the pixels to the cluster centers where the
test pixel yi,j does not belong to. The remaining eight pixels in the 5 × 5 window are
classified by comparing the intensity value of each pixel with the average intensity values of
the surrounded directional pixels of the pixel under question. The noise detection technique
is given in Algorithm 11.

5.2 Proposed Technique for Noise Density Estimation

The total number of corrupted pixels in the four directions within a 5 × 5 window are
determined by ensuring the pixels over the edges excluding yi,j, belong to the cluster center
where the center pixel does not belong. The remaining eight pixels are detected as noisy by
ensuring that the intensity values of these pixels do not lie in between the average intensity
values of the surrounded directional pixels. The proposed noise density estimation technique
is given in Algorithm 12.

1http://mathworld.wolfram.com/Laplacian.html
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Algorithm 11 Noise detection technique
1: Make clustering on the training image into K number of clusters by K-Means algorithm
2: Select a pixel yi,j and it’s 5 × 5 neighborhood pixels around yi,j
3: If all the 24 pixel along with the test pixel belong to same cluster then it is noise free

flat region. Proceed to the next pixel i.e., yi,j+3 in row major order
4: Otherwise there may exist edge(s). It is also known that the pixels present on any edge

must belong to same cluster because of their intensity value similarities
5: Among four directional pixels around yi,j, shown in Fig. 3.1, the edge(s) containing the

directional pixels which return Laplacian value equal to zero is considered is/are edge(s)
6: If any edge found within the test window and the corresponding pixels present on the

particular direction (edge) belong to same cluster then the test pixel along with all other
pixels on that direction are noise free. Proceed to the next pixel i.e., yi,j+1 in row major
order.

7: If no edge found within the test window then determine whether the test pixel is noisy
or not.

8: To classify the center pixel, it finds the minimum and maximum gray values of the 5 ×
5 test window around it. If the intensity value of the center pixel does not lie within
the intensity range spread of its neighbors, it is declared as noisy. Otherwise it is noise
less. For example let yi,j be the center pixel and Wmin and Wmax are the maximum and
minimum intensity values respectively within the test window around yi,j. The detection
rule is given in (5.1).

yi,j =

{
Noise Free : Wmin < yi,j < Wmax

Noisy : Otherwise
(5.1)

If yi,j is detected as noise free then proceed to the next pixel in row major order.

ND =
Nc

25
∗ 100 (5.2)

where Nc is the number of corrupted pixels within the test window.

a
(k)
i,j =

∑
(s,t)∈S0

k
yi+s,j+t

4
, 1 ≤ k ≤ 4 (5.3)
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Algorithm 12 Noise density estimation technique
1: If yi,j is detected as noisy then estimate noise density (ND) within the window.
2: Let yi,j ∈ cluster Cz. Then any pixel in the four main directions apart from yi,j, is

detected as noisy which does belong to Cz. Count the number of pixels in the four main
directions which have that property.

3: Detect whether the remaining pixels (eight pixels), which are not present on any direction
are noisy or not. Let the set of four pixels centered at (0, 0) in the kth direction denoted
by Sk, (k=1 to 4), i.e.,
1. S1={(-2,-2),(-1,-1),(1,1),(2,2)}
2. S2={(0,-2),(0,-1),(0,1),(0,2)}
3. S3={(2,-2),(1,-1),(-1,1),(-2,2)}
4. S4={(-2,0),(-1,0),(1,0),(2,0)}
The remaining eight pixels are as follows
1. S5={(-2,-1),(-2,1)}
2. S6={(-1,-2),(-1,2)}
3. S7={(1,-2),(1,2)}
4. S8={(2,-2),(2,1)}

4: In each direction of a 5 × 5 window, define a(k)
i,j as the average of intensity values of S0

k

(k= 1 to 4), given in (5.3).
5: Make comparisons as follows to classify the eight remaining pixel

1. if y±(i+2,j+1) lies between a
(1)
i,j and a(4)

i,j , then it/these is/are noise free.
2. if y±(i+1,j+2) lies between a

(1)
i,j and a(2)

i,j , then it/these is/are noise free.
3. if y±(i+1,j−2) lies between a

(2)
i,j and a(3)

i,j , then it/these is/are noise free.
4. if y±(i+2,j−1) lies between a

(3)
i,j and a(4)

i,j , then it/these is/are noise free.
6: Define Noise Density (ND) within the 5 × 5 test window given in (5.2).
7: Empirically suggest a filtering window (Wd1 × Wd2) given in table 5.1.
8: Let Dk (k=1 to 4) denote the set of coordinates aligned in the four directions centered

at (0, 0) in the filtering window (Wd1 × Wd2), i.e.,
1. D1= {(-y,-y),...,(-1,-1), (0,0), (1,1),...,(y,y)}
2. D2= {(0,-y),...,(0,-1), (0,0), (0,1),...,(0,y)}
3. D3= {(y,-y),...,(1,-1), (0,0), (-1,1),...,(-y,y)}
4. D4= {(-y,0),...,(-1,0), (0,0), (1,0),...,(y,0)}
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Table 5.1: Suggested filtering window size against noise density (ND)

Noise Density (ND) Window Size (Wd1 × Wd2)

1 ≤ ND ≤ 30 3 × 3
31 ≤ ND ≤ 60 5 × 5
61 ≤ ND ≤ 80 7 × 7
81 ≤ ND ≤ 100 9 × 9

5.3 Proposed Technique for Adaptive Median Filter

The adaptive median filtering scheme uses a simple rule to find the most significant pixels
within the selected filtering window to restore the noisy pixel. Standard deviations are done
on each directional pixel and from which the directions are selected where standard deviations
are minimum, maximum and not any of them. In order to keep the edges intact within the
test window, the corresponding direction where the standard deviation is minimum, is given
extra weight. Except the center pixel all other pixels over that direction and some pixels
within 3 × 3 window are used for median filtering. Within the 3 × 3 window some pixels
are given extra weight during median filtering. The adaptive median filtering rule is given
in Algorithm 13.

5.4 Illustration and Examples

To identify the noisy pixels within the 5 × 5 window, the clustering of the pixels of the
image plays the most important role. Considering that two pixels whose spatial distance is
small, their gray level values should also be close. Three facts are considered to detect the
noisy pixels and to estimate the noise density within the 5 × 5 window. When any pixel
is on a noise free flat region then the probability outcomes of belongingness of those pixels
to the same cluster is high. Next is if any pixel exists on the edge then at least one of the
directional pixels will belong to same cluster. Finally any noisy pixel in a noise free region
will belong to a dissimilar cluster where the noise free pixels belong. These all facts have
very high probability of occurrence.

Noise estimation is done by counting the noisy pixels within the 5 × 5 window. High
noise percentage involves less number of noise free pixels within the window initially used.
Low percentage of noise density within the window involves more number of noise free pixels.
The proposed weighted median filter replaces the noisy pixel by the median value, computed
of some particular pixels within the filtering window. To restore a noisy pixel in a high noise
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Algorithm 13 Impulse filter
1: Calculate the standard deviations σ(k)

i,j of the intensity values of all yi+s,j+t within (s,t)
∈ D(k)

i,j (k= 1 to 4) with (Wd1 ×Wd2).
2: Find the minimum of σ(k)

i,j , where k= 1 to 4, as

li,j = min
k
{σ(k)

i,j : k = 1 to 4 (5.4)

and let the corresponding direction is l.
3: Find the maximum of σ(k)

i,j , where k= 1 to 4, as

mi,j = max
k
{σ(k)

i,j : k = 1 to 4} (5.5)

and let the corresponding direction is m.
4: Select the directions where standard deviations are maximum, minimum and also not

any of them. Use repetition operator � [Brownrigg 1984] for which standard deviation
is minimum.

5: Form a set containing the all the pixels at direction l, except the center pixel in the Wd1

× Wd2 window and also some pixels from 3 × 3 window.
6: Calculate the median using (5.6) with assigning ωm = 0, ωl = 1 and ωn = 1.

med = median{ωs,t � yi+s,j+t : (s, t) ∈ Ω4 and yi+p,j+q : (p, q) ∈ Ω5} (5.6)

where
Ω4 = {(s, t) : −1 ≤ s, t ≤ 1} and (s, t) 6= (0, 0). (5.7)

where

Ω5 = {(p, q) : (p, q) 6= (0, 0) and where yi+p,j+q ∈ l direction within Wd1 × Wd2}. (5.8)

and where

ωs,t =


ωm : (s, t) ∈ s0

mi,j

ωl : (s, t) ∈ s0
li,j

ωn : otherwise

(5.9)

7: Replace yi,j by med.

density region within a low size window may grab the noisy pixels prior to calculate the
median. Eventually there may be a high risk that a noisy pixel is replaced by a noisy pixel
again during computing of the median of the pixels in a shorter window. Larger size window
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size eliminates this risk to some extend by involving number of pixels so that the probability
of the participation of less number of noisy pixels for calculating the median will be high.

Salt and pepper and random valued impulse noise models drastically alters the image
pixels to an intensity value that is either 0 or 255 or any value within that range. With
unequal probability there are two other noise models as well. The center pixel is compared
with the maximum and minimum gray level intensity values spread of its neighbor within
the 5 × 5 window to classify it. The probability of the event that a noise free pixel will
belong to that range is very high. That is why such clustering or detection rule is proposed
for the center pixel within the window.

The proposed filtering rule is based on selection of the direction where the variance is
least among the four directions. Since the variance describes how tightly all the values are
clustered around the mean in the set of pixels. The directional pixels whose variance is min-
imum shows the direction where each pixels are closest to each other. Therefore the center
pixel should also be close to them in order to keep the edges even thin lines intact. The
directional pixels whose variance is minimum are given more importance than the directional
pixels whose variance is maximum. The weighted median filter replaces the noisy pixel by a
pixel value which is most suitable within the filtering window.

It is considered as a n × m matrix consisting of set of elements/pixels S = a11 ... anm
=

∑∑
aij. The pixels are grouped into K number of clusters each consisting of variable

number of elements where values of K varies from 1 to K and number of elements varies from
0 to n × m (maximum). As the property of K-Means is that it uses similarity measurement,
the mapping of elements/pixels will be based on similarity index. In clustering the original
set is divided into K number of sub sets S1, S2, ... Sk each consisting of variable number
of elements, similar pixels moves to same cluster in the process of clustering where spatial
distance of elements of the set are minimum as similarity index is maximum. A group is
called noise free region in a test window if the pixels move to same subset. In other words
if the pixels are not grouped to the same cluster in a specific test window then there exist
edges/impulses. Now probability that corrupted pixels may coagulate to same region then
noise density will be either maximum or minimum depending on existence of edges during
detection. Hence methodology of applying detection technique will results in detecting max-
imum number of pixels within a cluster and probability of altering uncorrupted pixels is
minimum. As a result improvement of the technique is maximum. Again size of the window
selection is made according to the density of noise which leads to better correction. Again
there is no dependency of the model on benchmark images as consistent PSNR and IEF are
obtained from experimental results in all benchmark images.
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The noise density estimation for denoising technique presented in this chapter are eval-
uated through results and comparisons with the state of the art methods in section 9.3 of
chapter 9. In this case the digital images are corrupted with random valued noises and salt
and pepper noise. The liftingbody, boat, lena, barbara and cameraman images are used to
evaluate the proposed algorithm. Color lena image is also used to evaluate the proposed algo-
rithm for noisy color image. Those images are corrupted using minimum (10%) to maximum
noise density (100%) using the noise models. The results given by the proposed algorithm
are presented by three popular and useful performance metrics such as Peak-Signal-Noise
Ratio (PSNR(dB)), Image Enhancement Factor (IEF), Structure Similarity Index Measure
(SSIM) and visual effects.

To visualize the algorithm, a 5 × 5 sub image is used as an example for illustrating the
proposed impulse detection, density estimation and filtering schemes as follows:

Case 1:

Let W1 =


210 150 61 200 155

90 215 30 61 95

85 200 205 210 170

96 195 200 210 190

170 93 254 95 215


1. All the 25 pixels within the 5 × 5 window of W do not belong to same cluster, so there

is/are noisy pixel(s).

2. In the four directions the edge(s) is/are detected by Laplace operator. Here only
direction 1 is an edge with that property. Say all the pixels on direction 1 i.e., 210,
215, 205, 210 and 215 belong to cluster C1, then these pixels are detected as noise free.
No filtering is needed. The next pixel is processed.

Case 2:

Let W2 =


116 122 146 117 135

125 110 63 46 72

47 140 173 132 124

64 137 114 41 153

24 132 150 23 44


1. Here no edge is found by the Laplace operator. So there is a need to classify the center

pixel, i.e., 173.

2. Let the center pixel 173 belong to cluster C1 and this is a noisy pixel because of 23 <
173 ≥ 153. So there is a need to estimate the Noise Density (ND) within W to select
filtering window for median filtering. Say, among the main four directional pixels
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within W, pixels 150 and 146 also belong to the cluster C1. So these are also corrupted
pixels.

3. The status of the remaining eight pixels i.e., 122, 117, 125, 72, 64, 153, 132 and 23 are
determined by comparing the intensity value of that pixel with average intensity values
of the surrounded directional pixels. Center pixel is not considered for averaging as
this is a noisy pixel. Here the average intensity values within directions 1 and 2 are 78
and 111. As 125 and 153 do not lie between 78 and 111, so these are corrupted pixels.

4. Similarly all other pixels are classified i.e., 117, 125, 72, 64, 153, 132 and 23. In this
way the noise density is estimated by counting the total number of corrupted pixels
within W, to select corresponding filtering window. Here noise density is 28%. So the
3 × 3 window is selected for median filtering.

5. The direction 2 has minimum standard deviation i.e., 21. So the median of the set is
calculated

S = {140, 132, 140, 132, 110, 41, 63, 114}, i.e., 123.

6. Replace 173 by 123.

5.5 Discussions

In this chapter, a clustering based decision algorithm has been proposed for restoration of
digital images which were contaminated by any level of noises. It is an improved switching
median filter based on k-means in which the filtering is applied to only the corrupted pixels
in the training image while the uncorrupted pixels are left unchanged. Two type noise
models are used to train different types of bench mark images. In each iteration, clustering
of the image pixels are done and based on the clustering indices, the noise detection is
performed. If any noisy pixel found, noise density is estimated to suggest one empirical
filtering window. Filtering is done through median operation of the neighborhood pixels
by calculating variance of the four directional pixels. Certain pixels of the neighborhood
are given extra importance and taken more than single time. 3 × 3, 5 × 5, 7 × 7 and 9
× 9 filtering window regions are used for such purpose. The performance of the proposed
operator has been conformed using several benchmark images which reveals that it produces
better results in terms of quantitative measures such as PSNR, SSIM and IEF. From the
qualitative restoration results it is seen that the technique preserves image fine details and
textures well.
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PSO based Clustering for Noise
Detection and Restoration
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Image pixel clustering can be done for image denoising. The pixels containing similar
pixel values can be grouped together to make the clusters and then the information can be
utilized for the detection and filtering of the noisy pixels in a digital image. The perfor-
mance of the noise detection rule and restoration of noisy pixel are completely powered by
the clustering algorithm. How beautifully the clustering of pixels are done determines the
performance of the noise detection and noise restoration performances.

In this chapter, two clustering algorithms are proposed based on Particle Swarm Op-
timization algorithm. The first algorithm partitions the images into homogeneous regions
based on a powerful optimization function which considers three evaluation criteria. The
particles which are potential solutions of the optimization algorithm are kept fixed length.
In the second case, the particles are of different lengths. In case of fixed length particles,
the parameter, number of cluster center is supplied by the user. The shortcoming is solved
in the second algorithm where the particles have different lengths. In that case there is no
need to supply the parameter, number of cluster center to the program, rather the program
automatically determine the particle length on the basis of randomized encoding of number
of cluster centers for the clustering algorithm.
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In this chapter, a new distance function is proposed for obtaining dissimilarity between
two pixels. In case of image processing, the spatial distance is a factor when determining
their similarity/dissimilarity during image clustering. The spatial distance is given a relevant
factor during the operation. The gray level distance of two pixels is the principle similar-
ity/dissimilarity measure which is done for generating the clusters. The weighted Euclidean
distance function proposed here, considers both the distance measures while determining the
similarity/dissimilarity of the image pixels. By using two coordinates along with the pixel
intensity value, the distance function is constructed.

Rest of the chapter describes the detail proposals of PSO based clustering towards de-
noising. The fixed length particles along with the algorithm is described in section 6.1.
The different length particle based optimization algorithm is presented in section 6.2. The
proposed noise detection and restoration rules are presented in section 6.3. The chapter
summary has been given in section 6.4.

6.1 Based on Fixed length Particles

In this chapter, a de-noising method is proposed where the detection and filtering is based
on clustering of image pixels. The noisy image is grouped into subsets of pixels with respect
to their intensity values and spatial distances. Using a novel fitness function the image pixels
are classified using Particle Swarm Optimization (PSO) technique. The distance function
measures similarity/dissimilarity among pixels using not only the intensity values but also
the positions of the pixels. The detection technique enforced the PSO based clustering
technique, which is very simple and robust. Filtering operator restored only the noisy pixels
keeping noise free pixels intact.

There exist several algorithms for denoising based on clustering algorithms such as
[L.B. 2009], some algorithms based on gray-level clustering algorithm for image segmenta-
tion [Kavitha 2010] proposed in the literature. Here a novel technique is proposed to detect
and suppress two types of noises in the digital images for a varying noise density from 10%
to 100%. In PSO based clustering, the design of good fitness functions for PSO is important
to ensure the quality of clustering. The proposed operator detects and restores the noisy
pixels in a test image where the noise detection operator depends on the PSO based clus-
tering algorithm completely. A novel distance function in conjunction with the conventional
Euclidean distance function has been proposed for PSO based pixel clustering which can
provide more compact clusters and larger separation between the cluster centers compared
to K-means clustering. After the image clustering the noise detection and restoration stages
work. A 3 × 3 window based noise detection and then an efficient filtering method has been
proposed to restore the noisy pixels. Some user parameters of the clustering algorithm have
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been empirically determined.

6.1.1 Proposed Technique for Fixed length PSO based Clustering

Fixed length particles are encoded first in this case which contains the randomized points
in the image which describes the cluster centers. In this case, the number of cluster centers
is supplied by the user and then the proposed algorithm encodes swarm particles. Particle
length remains fixed for each particle. All the data points in the image pixels are then applied
to the proposed Euclidean distance function to find the distance between the cluster centers
and each data point. The data point assigned to the cluster center which has closest distance
to the data point. The three evaluation criteria such as inter cluster distance, intra cluster
distance and quantization error function are used as similarity or dissimilarity measures in
the proposed algorithm. The inter cluster distance is maximized because this distance is
referred to as the inter cluster separation distance between two cluster centers. The intra
cluster distance is minimized during the clustering algorithm because this implies the dis-
tance of center point to all other data points in a cluster. The weighted quantization error
function is also minimized to contain the maximum pixels in the clusters having minimum
intra cluster distances and maximum inter cluster distances.

The most relevant parameter of the clustering algorithm is the number of cluster centers
which is supplied during the program execution. The value of the parameter is varied in
a range to get best possible clustering results which eventually produces good denoising
results.

6.1.1.1 Particle Swarm Optimization

In PSO, the algorithm maintains a population of particles, where each particle represents
a potential solution of the optimization. Each particle is assigned a randomized velocity.
The aim of PSO is to find the particle position that results in the best evaluation of a given
fitness function. Each particle keeps track of the following information in the problem space:
xi, the current position of the particle; vi, the current velocity of the particle; and yi, the
personal best position of the particle which is the best position that it has achieved so far.
This position yields the best fitness value for each particle. The fitness value of this position
is called pBest. There is another parameter simulated by PSO, called global best (gBest).
For gBest, the best particle is determined from the entire swarm. The best value tracked
by the global version of the PSO is the overall best value (gBest), obtained so far by any
particle in the population.
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The PSO changes the velocity of each particle at each step so that it moves toward
personal best and global best locations. The algorithm for implementing the global version
of PSO is as follows:

1. Initialize population of particles with random positions and velocities on a d-dimensional
problem space.

2. For each particle, evaluate the desired fitness value.

3. Compare particle’s fitness with its personal best value (pBest). If the current fitness
is better than pBest, then the pBest value is set equals to the current value and the
pBest location equal to the current location.

4. Compare fitness evaluation with overall previous best value of population. If the current
value is better than the global best (gBest), set gBest to the current value of current
particle and set the global best position to the position of current particle.

5. Change the velocity and position of the particle according to (6.1) and (6.2), respec-
tively.

vp(i+ 1) = h(i) ∗ vp(i) + Ψp ∗ rp ∗ (xpbp(i)− xp(i)) + Ψg ∗ rg ∗ ((xgbp(i)− xp(i)) (6.1)

xp(i+ 1) = xp(i) + vp(i+ 1) (6.2)

Ψp and Ψg are the positive learning factors respectively. rp and rg are random numbers
in [0, 1]. i is the generation number in [1, IMAX ]. IMAX is the maximum number of
generations. h(i) ∈ [0,1] is the inertia factor. fpB(i) and fgB(i) are the pBest value
and gBest values at ith generation, respectively. xpB(i) and xgB(i) are the personal and
global best positions of pth particle at ith generation respectively.

6. Loop to step 2 until a termination criterion is met. The criterion is usually a sufficiently
good fitness or a maximum number of iterations.

6.1.1.2 PSO based Clustering of Pixels

In this technique, a PSO based clustering method has been proposed prior to image denoising.
To describe PSO based image clustering method various notations are used, for different
attributes. Np, Nc, zp, mj, Cj and |Cj| denote the number of image pixels to be clustered,
total number of cluster centers, p-th pixel of the image, mean or center of cluster j, set of
pixels of cluster j and the number of pixels in cluster j respectively. In PSO-based image
clustering, a single particle represents the Nc cluster centers. Each particle xi is constructed
as xi = {mi1, ...,mij, ..., miNc} where mij refers to the j-th cluster centroid vector of the i-th
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particle. The Euclidean distance function is proposed to find the distance and/or similarity
between the pixels in the image. Vector containing the X-coordinate (say x), Y-coordinate
(say y) and pixel intensity value (say z) are used to obtain the Euclidean distance between
each pair of pixels. The distance between each pair of pixels termed as gray level distance as
well as their spatial distance is calculated in the proposed distance function. The proposed
Euclidean distance function between the i-th pixel and j-th pixel in the image matrix is given
in (6.3).

d(x, y, z) =
√
w1((xi − xj)2 + (yi − yj)2) + w2(zi − zj)2 (6.3)

In the Euclidean distance function, two different weights are assigned to two different dis-
tances, the spatial distance and gray level distance. The spatial distance has been assigned
with less weight over the gray level distance. The intensity value similarity/dissimilarity of
any two pixels is given with more weight over the positional similarity/dissimilarity of the
pixels. The intensity value difference between the pixels are multiplied by a weight factor
w2=0.5 whereas coordinate level difference is multiplied by w1=0.1.

The PSO-based algorithm for clustering is given in Algorithm 14. The fitness function

Algorithm 14 PSO based clustering
Input: Gray Scale Image Matrix
Output: Partition matrix with Nc number of clusters
Symbols: tmax = Maximum number of iterations

d(zp, mij) = Euclidean distance given in (6.3) between the p-th pixel zp and the
centroid of j-th cluster of particle i.

Z = a matrix of pixels assigned to clusters of particle i
Begin
Initialize each particle to contain Nc randomly selected cluster centers
for t = 1 to tmax do
for all particle ∈ i do
for all pixel ∈ zp do
Calculate d(zp, mij) for all clusters Cij

d(zp, mij)=min∀c=1,...,Nc{d(zp,mic)}
Assign zp to Cij

Calculate the fitness function f(xi(t),Z)
Update the personal best and global best positions
Update the cluster centers using (6.1) and (6.2)

End

proposed by Omran and Salman [Omran 2005] has been associated in the proposed clustering
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based on three evaluation criteria: inter cluster distance, intra cluster distance and weighted
quantization error.

Inter cluster separation distances for all clusters are measured and the minimum distance
between any two clusters is calculated using (6.4). A large value of dmin means that the
clusters are well separated.

dmin(xi) = min
∀j1,j2,j16=æ2

{d(mij1 ,mij2)} (6.4)

The intra cluster distances of all the clusters are measured and the maximum one among
all the clusters is selected in dmax, which is defined in (6.5). Here Z is a matrix representing
the assignment of pixels to clusters of particle i. A smaller value of dmax means that the
clusters are more compact.

dmax(Z, xi) = max
j=1 to Nc

{
∑
∀zp∈Cij

d(zp,mij)/ |Cij|} (6.5)

Recently Esmin et al [Esmin 2008] used the quantization error function in the clustering
algorithm of image pixels which calculates the average distance of the pixels of a cluster to
its cluster center, followed by the average distances of all clusters and hence calculates new
average. The problem of Esmin et al [Esmin 2008] is that any cluster with one pixel would
affect the final result with another cluster containing many pixels. Suppose i-th particle in
a cluster which has only one pixel and very close to the center and there is another cluster
that has many pixels which are not so close to the centroid. The problem has been resolved
by assigning the less weight to the cluster containing only a single pixel with another cluster
containing many pixels. The weighted quantization error function proposed by Esmin et al.
is given in (6.6).

Qe = {
∑

∀j=1 to Nc

[(
∑
∀zp∈cij

d(zp,mij)/ |Cij|.(N0/ |Cij|)]} (6.6)

where N0 is the total number of data points to be clustered. The fitness function is con-
structed by intra cluster distance dmax, inter cluster distance dmin along with the quantization
error Qe function. The fitness function used to minimize f(xi, Z) [Wong 2011] which is given
in (6.7). Here zmax is the maximum intensity value of the digital images which is 255 for eight
bit gray scale images. In the optimization function, equal weights are assigned to the three
distance functions. The fitness function is given to the PSO based optimization technique
and which minimizes the value of f in each generation to make the image well clustered.

f(xi, Z) = dmax(z, xi) + (zmax − dmin(xi)) +Qe (6.7)
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The performance of the proposed filter has been evaluated quantitatively and qualitatively
through simulation and analysis. Eight bit gray scale bench mark images Boat, Lena, Cam-
eraman, Liftingbody and Barbara are used to evaluate the performance of the proposed
algorithm. The fitness function given in the (6.7) is used for PSO-based clustering. For
complete set of experiments following parameters are used:

• Number of particles for Cameraman image = [15, 20].

• Number of particles for Boat, Liftingbody, Barbara and Lena images = [10, 15].

• Maximum number of generations (Imax) for Boat, Liftingbody, Barbara and Lena=[5,8].

• Maximum number of generations (Imax) for Cameraman =[10,12].

• Number of cluster centers = [15, 25].

• Learning factors Ψp and Ψg =2 for all images clustered.

• Inertia factor h(i) ∈ [0,1].

Maximum number of particles chosen for the simulation of Cameraman image is 20, because
this image is of size up 256 × 256. The number of particles chosen for Boat, Liftingbody,
Barbara and Lena images is 15, because of the image matrix is of size 512 × 512. Less number
of particles has been chosen because of time complexity and during real life applications the
size may vary as per convenience of the user. The maximum number of iterations (Imax) is
chosen in the range of 10 to 12 in the proposed PSO-based noise removal algorithm. The
algorithm evaluates a maximum of 240 fitness functions because it executes the 20 particles
for 12 iterations and then the restoration result is generated. The maximum number of cluster
centers used for the PSO based algorithm is 15 to 25. Two important user parameters such
as the number of iterations and number of cluster centers are empirically determined through
the observations and experiments of the restoration results. The value of the cluster center
is varied in the specified range and the best results are taken. The inertia factor h (i) is
initialized as 1 and it decreases to 0.1 when it reached final iteration. The inertia factor has
been minimized in each iteration to obtain good global search ability at the beginning of the
iteration and eventually to obtain good local search.

6.2 Based on Different length Particles

In any fixed length clustering algorithm for example in the K-means algorithm, the clustering
is obtained by iteratively minimizing a fitness function that is dependent on the distance of
the pixels to the cluster centroids. However, the K-means algorithm like most of the existing
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clustering algorithms assume a priori knowledge of the number of centers, K, while in many
practical situations, this information cannot be determine in advance. Also it is sensitive to
the selection of the initial cluster centers and may converge to the local optima.

A lot of approaches [Katari 2007, Srikanth 1995, Qiu 2009, Javier 2010, Pakhira 2005,
Pakhira 2004, Maulik 2003] towards the image clustering based on variable length chromo-
some based genetic algorithm and variable length particle swarm optimization have been
done in the recent past years. When the pixels are grouped the noises can be detected easily.
In section 6.2.1, a new approach called different length particle swarm optimization (DPSO)
is proposed. In DPSO algorithm, a swarm of particles of different length, automatically de-
termines the number of clusters and simultaneously clusters the data set with minimal user
interference. DPSO starts by partitioning the image into different partitions encoded in each
particle of the swarm. By using the same fitness function as discussed in (6.7) which contains
three evaluation criteria such as inter cluster distance given in (6.4), intra cluster distance
(6.5) and the quantization error function (6.6). The weighted Euclidean distance function
given in (6.3) is used for distance function between two pixels in the image matrix. The
algorithm terminates when the gBest converges to optimal solution or for a finite number of
iterations. After the clustering algorithm executes, the noise removal operator proposed in
section 6.3 in Algorithm 16 starts executing to remove the noises while preserving the image
fine textures.

6.2.1 Proposed Technique for Different length PSO based Cluster-
ing

The novel different length particle swarm optimization algorithm for image pixel clustering
is proposed. It is an automatic image clustering algorithm which is a modified version of
general particle swarm optimization algorithm. The proposed algorithm can make the clus-
ters being well separated from each other, well compact and quantization error is minimized
compared to the fixed length particle swarm optimization algorithm without having any
knowledge of number of clusters. The algorithm operates on a swarm of particles having
different number of cluster centers, which are encoded randomly during the operation.

In this section, an automatic version of PSO called Different length PSO (DPSO) is
proposed which is a minimal interactive algorithm is compared to fixed length PSO (FPSO).
Let Z = (z1, z2, z3... zn) be the digital image with n number of pixels. The DPSO maintains
a swarm of particles, where each particle represents a potential solution to the clustering
problem. Each particle encodes an entire partition of the image Z. DPSO tries to find an
optimal partition of Nc number of compact and well separated clusters. The DPSO based
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image clustering method has various parameters, for different attributes. Np, Nc, zp, mj, Cj

and |Cj| denotes the denotes the number of image pixels to be clustered, total number of
cluster centers, p-th pixel of the image, mean or center of cluster j, set of pixels of cluster j
and the number of pixels in cluster j respectively. In PSO-based image clustering, a single
particle represents the Nc cluster centers. Each particle xi is constructed as xi = {mi1,
...,mij, ..., miNc} where mij refers to the j-th cluster centroid vector of the i-th particle. The
swarm of particles, is initialized such that each particle contains Nc number of randomly
selected cluster centers from the range [Kmin, Kmax], where Kmin is usually assigned to 2,
and Kmax describes the maximum particle length, which means the maximum number of
possible cluster centers, which is completely image size dependent. The framework of the

Algorithm 15 DPSO algorithm
Input: Gray Scale Image Matrix
Output: Partition Matrix
1: begin
2: Initialize the maximum cluster number Kmax and all the constant parameters
3: Initialize each particle with K randomly selected cluster centers and initial velocities
4: Initialize each particle xi with the pBesti and gBest
5: while gBest converges or for n iterations do
6: for i= 1 to NOP do
7: for x= 1 to rows do
8: for y= 1 to cols do
9: Say pth pixel has coordinate (x,y)

10: Find Euclidean distance using (6.3) from pth pixel to all center of ith particle
11: Assign pth pixel to jth center of the ith particle if they contribute minimum distance
12: end for
13: end for
14: Compute intra cluster distance of ith particle using (6.5)
15: Compute inter cluster distance of ith particle using (6.4)
16: Compute weighted quantization error of ith particle using (6.6)
17: Compute the fitness value of ith particle using (6.7 )
18: Update pBest position xpB(i) and pBest value fpB(i) of ith particle
19: end for
20: Update gBest
21: Accelerate particles using (6.1) and (6.2)
22: Update inertia weight
23: end while
24: end
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DPSO algorithm is given in Algorithm 15. In line 2 of the algorithm the maximum number
of cluster centers is supplied by the user. The value of this constant is completely dependent
on the image size. In this line all the constant parameters such as the inertia weight, Ψp and
Ψg (positive learning factors) are also initialized. In step 3, the initialization of each particle
with K randomly selected cluster centers are done and also the initial velocities are assigned
randomly during program run. In step 4, each particle xi is initialized with the pBesti and
gBest values. Lines 5-23 iterate until the gBest converges or for n iterations. Step 6 loops
for each particle, here NOP refers to number of particles in the swarm population. Steps
7-8 iterate to contain each pth pixel in the image matrix. In step 10, the Euclidean distance
using (6.3) from pth pixel to all centers of ith particle are determined. In step 11, the pth

pixel is assigned to jth center of the ith particle if they contribute minimum distance. In
step 14, the intra cluster distance of ith particle is calculated by using the (6.5). In step
15, the inter cluster distance of ith particle is calculated by using the (6.4). In step 16, the
quantization error value of ith particle is calculated by using (6.6). In step 17, the fitness
value of ith particle is obtained using (6.7). At step 18, the pBest position xpB(i) and pBest
value fpB(i) of ith particle are updated. At line 20, the gBest value is updated by comparing
with the previous gBest. At line 21, the particles are moved using (6.1) and (6.2). At line
22, the inertia weight is updated. Based on the partition matrix, the noise detection and
restoration operations are done and presented in section 6.3.

6.3 Proposed Technique for Noise Detection and Restora-
tion

Based on clustering of the pixels of the noisy image, detection and filtering rules are applied
to detect and restore the noisy pixels. Some assumptions and property of a noise free digital
image are made in the proposed algorithm for detection and filtering operations. The noisy
image matrix and the partition matrix are used for noise detection. An 3 × 3 window or
neighborhood of the pixel under consideration is given in Fig. 6.1. There are four directions
in the 3 × 3 test window where in each direction, the center pixel is to be classified as noisy
or noise-free. If the center pixel is classified as noisy by the proposed rule based technique
then it is restored using its 3 × 3 window based neighboring pixels. When the pixels in a
particular direction of the 3 × 3 test window belong to a common cluster then it is considered
that they lie on an edge. As the pixels present on an edge have similar intensity values. The
detection and filtering rule is proposed and outlined in Algorithm 16. The probabilities of
various options based on 3 × 3 are as follows:

• If nine pixels belong to nine different clusters, total number of pixels (Np): total number
of dissimilar cluster centers (Nc)=9:9. The case may be interpreted as extremely noisy.
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• When Np: Nc= 9:8, then only two pixels among nine belong to same cluster. Under
this circumstance the test pixel is also noisy.

• If Np: Nc= 9:7, then only three pixels among nine are similar. If these three pixels lie
on any direction in the 3 × 3 test window given in Fig. (6.1), then the center pixel is
noise-free. Otherwise it is treated as noisy. When all the three pixels of any direction
of a 3 × 3 window belong to same cluster then it is obvious that they lie on an edge.

• Consider situation where Np: Nc= 9:6, four among nine pixels are similar. In this
case, at first an operation is performed to find whether there exists any edge in the
test window. If edge is found then the test pixel is noise free, otherwise it is checked
whether the test pixel is one of the pixels of the four similar pixels or not. If it belongs
to the set of similar pixels then the test pixel is treated as noise free.

• If Np: Nc= 9:5, five pixels among nine of the test window are similar. All other possible
cases are as follows: Np: Nc= 9:4 or 9:3 or 9:2. For all these cases, if any edge found
in the 3 × 3 test window then the test pixel is noise free. If no edge found as well as
the center pixel belong to the cluster center where the maximum number of pixels of
the test window do not belong to then it is noisy.

• Consider the case where Np: Nc= 9:1, the window is homogeneous. All the pixels of
the test window are similar and hence the test pixel is noise-free.

Figure 6.1: Four directions of an 3 × 3 window where the center pixel is under consideration

The image clustering for denoising techniques presented in this chapter are evaluated
through simulation results and comparisons with the state of the art methods in section
9.4 of chapter 9. The fixed length particle swarm optimization (FPSO) and different length
particle swarm optimization (DPSO) algorithms are implemented and results are generated
in the section. In this case the digital images are corrupted with random valued noise and
salt and pepper noise. The liftingbody, boat, lena, barbara and cameraman images are used
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Algorithm 16 Noise detection and restoration technique

1. Detection : All nine pixels of the 3 × 3 window belong to nine different clusters.
Then the center pixel is noisy. This type of window is called as heterogeneous window.
Restoration : As all pixels are detected as noisy, averaging or smoothing filtering is
used to restore the noisy pixel. In the 3 × 3 window, select the direction in which the
standard deviation is minimum, as in this case the pixels are most closely clustered.
Compute the average of the three pixels present in the direction of the test window.
Replace the center pixel of the window by the average value.

2. Detection : All nine pixels of the test window belong to same cluster. Then the
center pixel is noise free. This type of window is known as homogeneous window.
Restoration : No filtering method is applied in this case. The center pixel is left
unchanged.

3. Detection : Four directions are considered in the test window as four edges may
exist around the center pixel. If all the three pixels present on any particular direction
belong to same cluster then that directional pixels are considered to be present on any
edge. In that case the center pixel is noise free.
Restoration : No filtering method is applied in this case. The center pixel is kept
unchanged.

4. Detection : The center pixel is not present on any edge and only neighboring three
pixels belong to same cluster. In this case, if the center pixel belongs to the cluster
center in which the neighboring three pixels also belong to then it is not noisy. Other-
wise it is noisy.
Restoration : Replace the noisy pixel by the center of the cluster where three neigh-
boring pixels belong to.

5. Detection : Four or more neighboring pixels around the test pixel belong to same
cluster and the test pixel also does this then the test pixel is noise free. When four or
more pixels belong to cluster center Ck and the test pixel belong to cluster center Cl,
and Ck 6= Cl, then the test pixel is noisy.
Restoration : Find the centroid value Ck, where the four or more pixels belong to.
Replace the test pixel by Ck.

to evaluate the proposed algorithm. Color lena image is also used to evaluate the proposed
algorithm for noisy color image. Those images are corrupted using minimum (10%) to
maximum noise density (100%) using the noise models. The results given by the proposed
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algorithm are presented by three popular and useful performance metrics such as Peak-
Signal-Noise Ratio (PSNR (dB)), Image Enhancement Factor (IEF), Structure Similarity
Index Measure (SSIM) and visual effects.

6.4 Discussions

A generalized method for noise detection and filtering are proposed which enhanced the
noise restoration quality quantitatively and qualitatively. Proposed algorithm is capable
of suppressing salt-and pepper noise as well as random-valued-noise with good restoration
results. It uses the general property of a noise-free image to detect the noisy pixels which
leads to a conclusion that the proposed technique may be treated as generalized noise removal
approach for the digital images. The technique is also capable to deal with high density of
impulses in the digital images.

PSO-based image clustering has been used over the genetic algorithm based clustering
because of convergence of PSO is very fast and it’s another advantage is ease of imple-
mentation. PSO needs less number of user intervention then the genetic algorithm. Three
evaluation criteria are used to form the fitness function in the PSO-based clustering. Us-
ing the fitness function in PSO-based clustering DPSO can give more compact clusters and
larger inter cluster distance when compared to K-means. In Euclidean distance function,
the spatial distance as well as positional distances are computed to compare the similarity
or dissimilarity of any two pixels during grouping of pixels. The weakness of the method
is also resolved to some extent by different length particle swarm optimization algorithm to
determine the values of the user parameter, number of cluster centers.

Limitation of the different length swarm particles is, the number of cluster centers which
is assigned for a particle does not change. This limitation is resolved to some extent by
using a large number of particles, which are used in simulation purpose to get diverse swarm
because in that case the particles may have all possible type cluster centers. A large number
of particle set represents a maximum diversity in the swarm of particles. To work over the
limitations of the fixed length particles, variable length PSO based clustering can be done
to remove the limitations.
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In this chapter, a fuzzy based switching technique is proposed which aims at detection
and filtering of impulse noises from digital images. Two different types of noise models are
used to obtain the noisy images. In this two step process, the noise free pixels are remained
unchanged. The proposed detection algorithm uses 5 × 5 window, based on all neighboring
pixels on the centered of the window of a noisy pixel. Two different weighted median filters
are devised and a particular one is applied selectively to the noisy pixel based on the char-
acteristics of the neighboring pixels within the window. Instead of a single threshold, two
thresholds are used in the proposed fuzzy membership (MF) function to measure the noise
level and accordingly a filtering method is applied to restore the corrupted pixel.

Most of the existing methods cited in the proposed thesis for comparisons, lacking from
selection of proper window size and noise detection technique. Those methods do not include
all the pixels of the test window to classify the center pixel. Some of them simply compare
the center pixel of the window with the maximum and minimum intensity values within
the test window for noise detection rule. Other problem is that those algorithms use only
one threshold value for comparison to define the noisy pixel. In that case the decision is
very rigid. Rather a noise detection rule is proposed which is based on the maximum and
minimum intensity values within the test window as well as on the differences between the
center pixel and all other pixels in the main four directions around the center pixel. After
that the level of noise is also determined on the test pixel using a fuzzy membership function
[FDM ]. It calculates the membership value as the noise level on the center pixel based on
its minimum absolute difference. In the filtering rule two different cases are considered prior
to median filtering. The directions where standard deviations are on the minimum side are
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selected and those directional pixels are used for median filtering. The pixels having mini-
mum spatial distances in the neighborhood of the test pixel are given more weight (w) before
the median operation. The fuzzy technique does the rest. Both of the intensity values, the
noisy pixel and the pixel value after the median operation are used for restoration of the
noisy pixel. When the noise level on the test pixel is low, the pixel value of the noisy image
is more used than the median value. When the noise level is high, a large portion of the
median value is used for restoration of the noisy pixel. These are the strengths and novelties
of the proposed method.

In this chapter, the fuzzy logic [Zadeh 1965] 1 is applied to select a type of filter deter-
mining the noise level on the pixel under question. The fuzzy decision rule 2 is applied in
the proposed fuzzy switching median filter (FSMF) to measure the noise level on the center
pixel of the 5 × 5 test window. The noise detection rule, the median filtering techniques
along with the fuzzy switching technique performs excellent when they are applied to the
noisy images corrupted by two type impulse noises. The fuzzy based switching algorithm is
used for refinement to the restoration technique. The noise removal technique is proposed
here contains three main parts. First the noise detection rule which detects a pixel as noisy
in the 5 × 5 window by applying a noise detector. The detection and filtering rule uses
all neighbor directional weighted pixels in the 5 × 5 window. The noise detection rule is
based on the maximum and minimum intensity values within the test window as well as on
the differences between the center pixel and all other pixels in the four directions around
the center pixel. After that the level of noise is also determined on the test pixel using a
fuzzy rule. The membership value is calculated as the noise level on the center pixel based
on its minimum absolute difference. In the filtering rule two different cases are considered
prior to median filtering. The directions where standard deviations are on the minimum
side are selected and those directional pixels are used for median filtering. The pixels having
minimum spatial distances in the neighborhood of the test pixel are given more weight (w)
before the median operation. Both of the intensity values, the test pixel and the pixel value
after the restoration of the noisy pixel are used for filtering. If the noise level on the test
pixel is low, the pixel value of the noisy image is given more weight than the median value.
If the noise level is high, the maximum amount of the median value is used for restoration
of the noisy pixel.

Proposed noise detection, filtering and fuzzy based switching algorithms are outlined in
sections 7.1, 7.2 and 7.3 respectively. Finally, the chapter is summarized in section 7.4.

1http://en.wikipedia.org/wiki/Fuzzy_logic
2http://plato.stanford.edu/entries/logic-fuzzy/
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7.1 Proposed Technique for Noise Detection

The proposed technique is a switching median filter which detects the noisy pixels and then
applies the proposed weighted median filtering technique to those pixels. The size of the test
window for noise detection and filtering techniques is kept same and is shown in Fig. 7.1.
Four directions are considered around the center pixel of the 5 × 5 test window to classify
the test pixel. The figure shows the window which includes all the neighborhood pixels
around the center pixel. These pixels are referred as all neighboring directional weighted
pixels (ANDWP). The proposed noise detection steps are given in Algorithm 17. Steps 2-3

Figure 7.1: 5 × 5 Window

iterate to contain each pixel of the image matrix each time. Steps 4-5 iterate the 5 × 5 test
window each time where the center pixel yi,j is the pixel under consideration. In steps 6-8,
the minimum and maximum gray values of the test window around the center pixel yi,j are
selected as gmin and gmax respectively. If yi,j does not lie in [gmin, gmax] then that pixel is
treated as highly noisy. To do that, ri,j is assigned with the value T2, which is used in fuzzy
switching algorithm in section 7.3. Otherwise it calculates the value of ri,j. In step 10, the
four directional pixels are gathered in Dk (k=1 to 4) as follows:

LetDk (k=1 to 4) denotes a set of coordinates aligned in the four main directions centered
at (0,0) in the test window, i.e.,

. D1={(-1,-2),(-2,-2),(-1,-1),(0,0),(1,1),(2,2),(1,2)}.

. D2={(1,-2),(0,-2),(0,-1),(0,0),(0,1),(0,2),(-1,2)}.

. D3={(2,-1),(2,-2),(1,-1),(0,0),(-1,1),(-2,2),(-2,1)}.

. D4={(-2,-1),(-2,0),(-1,0),(0,0),(1,0),(2,0),(2,1)}.
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It is assumed that there exist four directions which are considered as edges along the center
pixel in the 5 × 5 test window. Each of the directional pixels are stored in four sets such
as D1, D2, D3 and D4, (Dk, where k= 1 to 4). When the coordinate of the center pixel of
the test window is (i, j), then all four directional pixels are represented by D(i,j)

k (k=1 to 4).
And D

(0,0)
k (k=1 to 4) represents the four sets of pixels when the coordinate of the center

pixel of the test window is (0,0). In steps 11-21, in each direction, the absolute differences
are calculated. The three different types of absolute differences between the center pixel and
each three types of pixels in each direction are weighted by three constants such as ωl, ωm

and ωs to make the differences equivalent. The method is to weigh the absolute differences
between the two closest pixels from the center pixel with a large ωl, weigh the absolute
differences between the center pixel and the two corner pixels by ωm and weigh the absolute
differences between the two end pixels from the center pixel with a small value ωs in each
direction, before calculating the sum. Assign ωs =0.25, ωm=0.5 and ωl=1. The values of
ωs,t is assigned in (7.1). In step 22, the minimum of d(i,j)

k is calculated as ri,j .

ωs,t =


ωl : (s, t) ∈ ω1

ωs : (s, t) ∈ ω2

ωm : otherwise
(7.1)

The value of ω1 is given in (7.2) and ω2 is given in (7.3)

ω1 = {(s, t) : −1 ≤ s, t ≤ 1} (7.2)

ω2 = {(s, t) : (s, t) = ±{(−2,−1), (−1,−2), (1,−2), (2,−1)}} (7.3)

7.2 Proposed Technique for Noise Restoration

For the purpose of denoising, 3 × 3 and 5 × 5 window regions are used as neighboring pixels
around the center pixel. The 3 × 3 neighboring pixels are given more weights than the 5
× 5 because they have minimum spatial distances to the center pixel, so their gray level
differences should also be close. The operations of median filtering are done in (7.6) and
(7.7). In four directions, four standard deviations are computed at first. Standard deviation
signifies how closely the center pixel and all other pixels in a particular direction are clustered.
Among these the minimum and second minimum directional pixels are selected because in
those directions the pixels are most closely related. The pixels present in those directions
are given more weight and thus selected repeatedly to calculate the median operations. The
pixels which are nearest to the center pixel and belong to the first minimum direction are
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Algorithm 17 Noise detection algorithm
Input: Image Matrix gxy, Threshold (T)
Output: Window’s Center Pixel Classified
1: begin
2: for x=0 to MaxRow-1 do
3: for y=0 to MaxCol-1 do
4: for i=-2 to 2 do
5: for j=-2 to 2 do
6: gmin and gmax be the minimum and maximum intensity values within the win-

dow around yi,j
7: if yi,j ≤ gmin && yi,j ≥ gmax then
8: yi,j = T2

9: else
10: Initialize Dk to contain seven pixels in each direction
11: d

(k)
i,j = ωs,t|yi+s,j+t − yi,j|

12: if D ∈ ω1 (7.2) then
13: ωs,t=ωl

14: else
15: if D ∈ ω2 (7.3) then
16: ωs,t=ωm

17: else
18: ωs,t=ωs

19: end if
20: end if
21: ri,j = min d

(k)
(i,j)

22: end if
23: end for
24: end for
25: end for
26: end for
27: end

selected twice and the far distance pixels are selected once. From the second minimum
direction, the closest pixels of the center pixel are taken only single time. Wst, Wuv and Wpq

are used to represent the selection operators prior to compute the median operations. This
shows the pixels aligned along Dk are closest to each other and the center value should be
close to them. These pixels are assigned with an extra weight (w) while restoring the noisy
pixels. The proposed weighted median filtering method is illustrated in Algorithm 18.
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Algorithm 18 Filtering algorithm
1: Calculate the standard deviations σ(k)

i,j of the intensity values of all yi+s,j+t with (s,t)
∈ D0

k (k= 1 to 4).
2: Find the minimum of σ(k)

i,j , where k= 1 to 4, as

min1i,j = min
k
{σ(k)

i,j : k = 1 to 4} (7.4)

3: Find the second minimum of σ(k)
i,j , where k= 1 to 3, as

min2i,j = min
k
{σ(k)

i,j : k = 1 to 3} (7.5)

4: Form a set S1 from the pixels located at directions min1i,j and min2i,j, which lie in
[gmin, gmax] but not the center pixel as it is a noisy pixel. Repetition operator �
[Brownrigg 1984] works with the neighboring pixels for selecting them zero or more
times depending upon their distance and alignment from and with the center pixel. If
the cardinality of S1 is not null then calculate median of S1 using (7.6).

5: If S1 has null cardinality, then calculate median of set S2. This set is formed from the
same directional pixel like the previous one by excluding the rule of belonging to [gmin,
gmax] of the pixels using (7.7).

6: Calculate the first median as

med1 = median{ωs,t � yi+s,j+t and ωp,q � yi+p,j+qand ωu,v � yi+u,j+v} (7.6)

(s,t) ∈ {-1,0,1}, (s,t) 6= (0,0) and yi+s,j+t ∈ min1i,j direction. (p,q) include all pixels
in 5 × 5 window and yi+p,j+q ∈ min1i,j direction and (p,q) 6= (0, 0). (u,v) ∈ {-1,0,1},
(u,v) 6= (0, 0) and yi+u,j+v ∈ min2i,j direction. Assign ωs,t=2, ωu,v=1 and ωp,q=1.

7: The second median (for the case given step 5), is calculated as

med2 = median{ωs,t � yi+s,j+t and ωu,v � yi+u,j+v} (7.7)

(s,t) ∈ {-1,0,1}, (s,t)6= (0,0) and yi+s,j+t ∈ min1i,j direction. (u,v) includes all pixels
in 5 × 5 window and yi+u,j+v ∈ min1i,j direction and (u,v)6= (0, 0). Assign ωs,t=2 and
ωu,v=1.

8: R= med1 or med2 by the above rule.
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7.3 Proposed Technique for Fuzzy Switching

The ri,j has been calculated in Algorithm 17 for impulse detection. When ri,j is small the
noise level on the 5 × 5 window is also small. But large ri,j implies that the center pixel has
a high chance of noisy. Rather than crisp thresholding to classify the center pixel as noisy
or noise free pixel, a fuzzy switching method has been proposed which restores the center
pixel depending upon the value of the ri,j. It calculates the membership value as the noise
level on the center pixel based on its minimum absolute difference. When ri,j is small but
noisy then a large portion is taken of the noisy pixel and a small portion of the restored
pixel value to restore the noisy pixel. For the opposite case the reverse technique is adopted.
Two threshold values such as T1 and T2 have been used for the purpose. The value of ri,j is
compared with these threshold values to make the restoration more perfect. If the value of
ri,j is less than T1 then the corresponding pixel is detected as noise free. When ri,j is greater
than T2 then it is highly corrupted and restoration is done on the basis of the restored pixel.
For the intermediate value of ri,j, the proposed algorithm restores the noisy pixel through
the help of noisy and restored pixel value. When the difference value ri,j is small then its
membership value is also small that implies noise effect on that pixel is also small. If the
difference value ri,j is high then its corresponding membership value is also high. That means
there is high noise impact on the center pixel. In between very high membership and very
low membership values there exits some kind of uncertainty. The fuzzy membership function
along with the switching method are described in the Algorithm 19.

The rij is computed as the minimum of the four direction indices. The threshold values
are compared with rij given in (7.8). Direction indices are calculated using the absolute
differences from the center pixel to all other pixels in each direction. A total of six differences
are calculated as there are six pixels in each direction apart from the center pixel. A fractional
part is taken into account to calculate the direction indices. Out of six times, each of the
one fourth (Ws=0.25) and one half (Wm=0.5) portions are taken two times while calculating
the absolute differences. And for the two closest pixels these are calculated two times and
full portions (Wl =1) are taken. But in that case the differences are assumed to very small
as they are adjacent pixels (spatial distance is minimum). Eventually the minimum of the
four direction indices is taken to calculate the rij. So rij becomes a small value despite the
wide range of noise level used. That is why the T1 and T2 are changed marginally. Two user
parameters viz., T1 and T2 are used as threshold values to partition the fuzzy membership
function. They are kept constant in a range to generalize all types of bench mark images.

The fuzzy switching median filter presented in this chapter are evaluated through results
and comparisons with the state of the art methods in section 9.5 of chapter 9. In this case
the digital images are corrupted with random valued noise and salt and pepper noise. The
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Figure 7.2: (a)Fuzzy membership function for a noisy pixel [Ima ]

liftingbody, boat, lena, barbara and cameraman images are used to evaluate the proposed
algorithm. Color lena image is also used to evaluate the proposed algorithm for noisy color
image. Those images are corrupted using minimum (10%) to maximum noise density (100%)
using the noise models. The results given by the proposed algorithm are presented by three
popular and useful performance metrics such as Peak-Signal-Noise Ratio (PSNR(dB)), Image
Enhancement Factor (IEF), Structure Similarity Index Measure (SSIM) and visual effects.

7.4 Discussions

A fuzzy switching decision technique for suppression of impulses in digital imagery proposed
in this chapter. The images which are corrupted by any level of impulses i.e., from 10% to
100%, are trained using two noise models such as salt and pepper noises (SPN) and random
valued noises (RVN). Only the corrupted pixels are restored using the proposed operator,
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Algorithm 19 Fuzzy switching algorithm
1: The membership function for a noisy pixel is shown in Fig. 7.2. Using two threshold

values T1 and T2, the fuzzy membership function is

µ(ri,j : T1, T2) =


0 : ri,j < T1

2[
ri,j−T1

T2−T1
]2 : T1 ≤ ri,j <

T1+T2

2

1− 2[
ri,j−T2

T2−T1
]2 : T1+T2

2
≤ ri,j < T2

1 : T2 ≤ ri,j

(7.8)

2: Using R (given in algorithm 18) and pixel value yi,j, the restored pixel is computed as

Restored pixel value = yi,j + µ(ri,j) ∗ (R− yi,j) (7.9)

3: The user parameters T1 and T2 are searched in wide ranges for various bench mark images
with different noise density and observed that the following ranges give best result by the
proposed algorithm. The values of T1 in [55, 65] and T2 in [115, 125] give the restoration
results given by the algorithm.

the noise free pixels are kept unchanged. Proposed noise removal algorithm works on 5 ×
5 neighboring pixels of the center pixel which is to classify and restore. Simple arithmetic
operations are used on the neighboring pixels of the center pixel to detect the noisy pixel
in the test window. An arithmetic weighted sum has been computed during detection. The
filtering operator is based on weighted median operation of the neighboring pixels. Among
three main stages of the noise removal operator, the backbone is the fuzzy switching or fuzzy
refinement algorithm. Fuzzy refinement has been applied on each pixel depending on the
noise level of the center pixel which is actually dependent on the weighted sum calculated
in detection stage.
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The performance of the spatial domain filters are well on digital images, although they
suffer with resolution degradation in restored images. They use smoothing filters in a fixed
test window, produces artifacts and sometimes blurred the images. Wavelet transform is
preferred because of its sparsity, multiresolution and multiscale natures. Frequency domain
filters can be converted to spatial domain by using a simple kernel for the desired filter.
Frequency domain filters are useful and more efficient when no simple kernel is present in
the spatial domain. Denoising in wavelet domain is useful because it analyzes the signal at
different frequencies with different resolutions. This is known as multi resolution analysis
(MRA). The denoising problem is modeled as follows:

Let o(t) and n(t) are the original and noisy images respectively with independent and
identically distributed (i.i.d.) zero mean, Gaussian Noise g(t), given in (8.1), where g(t) has
Gaussian distribution N(0,1) and σv is noise variance.

n(t) = o(t) + σvg(t) (8.1)

In this chapter, the original image o(t) is recovered by removing the Gaussian and Pois-
son noises from n(t). In wavelet based denoising, first the noisy image is transformed into
the wavelet domain and then the wavelet coefficients are thresholded, and finally inverse
transformation is done. Thresholding is done on each pixel [Strela 1999, Downie 1998,
Coifman 1994]. The simple method involves manipulation of the coefficients [Malfati 1997]
efficiently. The coefficients which are noisy are replaced by a suitable value. Inverse trans-
formation is performed to get restored noise free image.

In this chapter, wavelet domain based denoising algorithm is proposed. A sub-band adap-
tive wavelet thresholding is done in the proposed algorithm. Some parameters of wavelet
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decomposition are searched using Genetic algorithm. The noisy images have mixed Gaus-
sian and Poisson noises with a wide range of noise density. The noisy image is partitioned
into fixed sized blocks and then transformed into wavelet domain. In this algorithm, binary
encoded GA [Williams 1998] with binary tournament selection, uniform crossover and low
probability mutation rate is employed. Elitism model is proposed to preserve the best chro-
mosome of each generation and eventually to get the global optimal solutions.

Rest of the chapter is organized as follows. The proposed method is presented in section
8.1 and summary of the chapter is given in section 8.2.

8.1 Proposed Technique for Denoising

Figure 8.1: Diagram of proposed denoising method

The complete diagram of the proposed algorithm is given in Fig. 8.1. First the input
image is decomposed into 4 × 4 sub images and then the two dimensional discrete forward
wavelet transformation is done on each sub images. After that the threshold value and the
value of the decomposition level are searched using GA. After the search operation, shrink-
ing method is applied on the wavelet coefficients on each sub band using soft thresholding
method. Finally the inverse transformation is done to obtain the restored sub image. The
search operation using the GA is described below.

Genetic algorithm starts searching for the modified Bayesian threshold value and for the
value of decomposition level by encoding the population randomly. A chromosome P in
binary form is encoded to represent the threshold value and the decomposition level. In ran-
dom seven bits are generated to make each chromosome. Four bits is used for correction of
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the BayesShrink. A single bit precedes the four bits to make the positive/negative threshold.
The 5 bits are taken to have a decimal correction of +15 to -15 to Bayesian threshold. This
technique decomposes the test images up to level four. Remaining 2 bits are for the decom-
position level. The ’00’ substring gives decimal representation of 4. The string ’1101010’
gives a corrected value of -10 to the threshold and level of decomposition to two. Another
chromosome such as ’0100000’ defines a correction of +8 and 4 to the parameters specified.
The objective is to maximize the value of PSNR as a result this is the fitness function f of
each chromosome in the GA based optimization technique.

To preserve the elite chromosomes, the best chromosome of each iteration is taken to the
next iteration with and without being involved subsequent stages of GA. Here, the worst one
is also taken. If the worst one is better than the best one of the previous generation then it
survives otherwise it is replaced by the best chromosome of the previous generation.

Binary tournament selection (BTS) [D.E. 1989] has been used for selecting the fittest
chromosomes to make the mating pool with the same size as the population. 2 strings are
taken randomly from the initial set of chromosomes and the best one is selected to the pool
of mating until it becomes empty. When tie occurs the chromosome is taken randomly.

Uniform crossover method is done in the proposed scheme. It is iterated for n/2 times
for a pool size of n. First two chromosomes are selected randomly from the pool. A string
of similar length of the chromosome is taken randomly. The bit value is checked and when
it is swapping is done in the bit positions of the two chromosomes. Otherwise it is not done
for that position. The probability is (µc)

After crossover every offspring undergoes the mutation operation. It has been done with
very low probability (µm).

The parameters of the algorithm are listed below:

• Population size: [5-10]

• Chromosome length: 7

• µc: [0.8-0.9]

• µm: [0.1-0.2]

• Total Number of generation: [5-10]

The algorithm initiates by encoding a population of chromosome. Let it takes a popula-
tion of n binary chromosomes. Then the string is converted to decimal value and then the
threshold value and the level of decomposition level is taken from the decimal value. The
decimal threshold value is added to the Bayeshrink threshold value. After that for each
chromosome the fitness is calculated using the new threshold and decomposition level. All
stages of the genetic algorithm are performed to proceed to next iteration. After certain
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number of iterations the optimal Bayesian threshold value and value of decomposition level
is found. Using these parameter the corrupted image is restored.

Proposed frequency domain based filtering technique presented in this chapter is validated
through experimental results and analysis in section 9.6 of chapter 9. Some state of the art
filters like VisuShrink, SureShrink and BayesShrink are implemented and compared with
the proposed GA based BayesShrink method. One ultrasound image is being used for the
comparison purpose with other methods. Various graphical representations of the results are
given to substantiate the performance of the proposed technique. The ultrasound image is
corrupted with low (σ=30), medium (σ=60) and high noise density (σ=90) using the mixed
Gaussian and Poisson noises. The performance of the algorithm is validated using peak
signal to noise ratio (PSNR).

8.2 Discussions

A denoising algorithm has been proposed for the medical images which are corrupted with
mixed Gaussian noise and Poisson noise. Traditional BasyesShrink operator has been mod-
ified and optimized in the proposed wavelet based denoising algorithm. In a specified range
the Bayesian threshold has been varied and the corresponding decomposition level of wavelet
transformation has been searched using Genetic Algorithm. Genetic algorithm has been used
very effectively to search the pair of wavelet parameters, since these two are the most im-
portant parameters of the wavelet based denoising technique.
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The experimental results and comparisons on the proposed algorithms are presented in
the following sections. The first one represents the results and comparative analysis on the
noise suppression techniques. In this section, filters such as DWMD, ANDWP, VMM, EPR
and SIR are taken into account for generating the extensive results. In this case the digi-
tal images are corrupted with random valued noises. In section 9.2, the genetic algorithm
and particle swarm optimization based filter optimizations are done. They are compared to
each other and also with the state of the art methods. The SIR filter has been optimized
in this section by using the two search algorithms and then the comparative results have
been generated. Only the SIR filter has been optimized but the others can also be used for
optimization. The SIR is the most efficient technique of the noise suppression section. In
section 9.3, noise density estimation for adaptive median filter based results are generated
and comparisons are presented. In this case, two noise models are considered. Along with the
random-valued-noise, the salt-and-pepper noise is considered for denoising. All subsequent
algorithms are proposed to deal with both the noises in the digital images. In section 9.4,
PSO based clustering for noise restoration technique based results and comparisons are given.
In section 9.5, fuzzy switching median filter based results and comparisons are presented. In
section 9.6, results and comparative discussions are given for the technique denoising in fre-
quency domain. In section 9.1 to section 9.5, the proposed filters are developed on the spatial
domain which are used to suppress the random-valued-noise and salt-and-pepper noise from
the digital images while the filter given in section 9.6 is based on the frequency domain and
has been used to denoise the Gaussian and Poisson noises from the medical images. The
spatial domain and frequency domain based discussions are given in section 9.7.

In this section, the proposed spatial domain based algorithms discussed in sections 3.1 and
3.2 in chapter 3, are validated through quantitative and qualitative restoration results. In
section 9.1.6, the restoration results of the proposed algorithms are compared with the state-
of-the-art methods in the literature. Popular benchmark digital images are contaminated by
the random-valued-noise (RVN) and salt-and-pepper noise (SPN) models and then applied
to the proposed algorithms. The liftingbody image of size 512 × 512, boat image of size
512 × 512, lena of size 512 × 512, barbara of size 512 × 512 and cameraman of size 256
× 256 are used to evaluate the proposed algorithms. Color lena image is also used in this
section to evaluate the proposed algorithms for noisy color image. The results given by the
proposed algorithms are presented by three popular and useful performance metrics such
as Peak-Signal-Noise Ratio (PSNR (dB)), Image Enhancement Factor (IEF) and Structure
Similarity Index Measure (SSIM). PSNR is used because it is most common metric to measure
the quality of reconstructed images. The SSIM considers image degradation as perceived
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change in structural information and the IEF measures the quality improvement done in the
restoration by the algorithm. Various graphical representations of the results using different
attributes are given to substantiate the performances of the proposed techniques. Bench
mark images are trained using minimum (10%) to maximum noise density (100%) using
the noise models. Comparative results and discussions of all these proposed algorithms
with the state of the art algorithms such as SMF [Brownrigg 1984], AMF [Hwang 1995],
BDND [Ng 2006], EDBA [Srinivasan 2007], IDBA [Nair 2008], FBDA [Nair 2012] and Nasri
[Nasri 2013] are given in this chapter.

9.1 Noise Suppression

In the proposed noise detection and filtering algorithms, three parameters viz., I, T and R
are supplied during the program run. These parameters are varied in the following ranges
to obtain the restoration results, viz., maximum number of iterations (I) ∈ [4, 6], Threshold
value (T) ∈ [300, 900] and decreasing Rate of threshold value in each iteration (R) ∈ [0.7,
0.9]. These parameters are empirically determined. To get better restoration results using
the proposed filters for a particular noise density, the values of the three parameters are
varied widely in the specified ranges. For example, let the input image is 60% noisy Lena
image and for that the PSNR is obtained by varying T from 300 to 900 with an increment
of 50, R from 0.7 to 0.9 with an increment of 0.05 and I from 1 to 6 with an increment of 1
and then maximum PSNR (dB) and values of the other metrics are obtained.

9.1.1 DWMD Filter

The DWMD filter (section 3.1.1) based restoration results are presented here. The noise de-
tection in directional weighted minimum deviation based filtering technique is done through
simple absolute differences between the center pixel of the 5 × 5 test window. The noise
filtering technique is based on finding the minimum standard deviation in the four directions.
This is done by adding a constant value to the mean of optimal directional pixels iteratively.
Tables 9.1, 9.2 and 9.3 show the restoration results of DWMD filter in terms of PSNR,
IEF and SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara images respectively for
varying noise densities from 10% (minimum) to 100% (maximum) contaminated by Random
Valued Noises (RVN). At the bottom of each table, the average values are shown to reflect
the improvement of the results clearly. From the tables, it can be noticed that for complete
range of noise densities, the proposed algorithm has given a consistent improvement in terms
of PSNR, IEF and SSIM values. From the IEF table, it can be noticed that for low to high
noise densities, the proposed algorithm has given excellent image enhancement values. The
values given by the DWMD algorithm close to 1 but except the case of Barbara image. The
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performances of the DWMD filter are satisfactory for all noise densities as per the restoration
results. The performance of the proposed DWMD filter can also be visually noticed from
the Fig. 9.1, Fig. 9.2 and Fig. 9.3 respectively where each plot of the graph represents
the PSNR, IEF and SSIM values for individual image with varying noise densities from 10%
(minimum) to 100% (maximum) contaminated by RVN. From the graph, it is seen that the
PSNR for Lena image gradually decreases after noise density 60%.

Table 9.1: PSNR values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in DWMD filter for varying noises with RVN

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 34.65 33.36 32.00 31.38 29.18 26.89 22.43 20.54 18.75 17.42
Cameraman 28.36 27.12 25.78 23.77 20.34 19.30 18.21 16.39 15.87 13.53
Barbara 32.08 30.63 29.64 27.44 25.81 23.72 22.05 20.81 19.62 18.36
Liftingbody 37.56 36.09 35.18 33.27 31.17 29.48 28.11 26.79 26.74 25.67
Boat 31.42 30.11 29.51 28.15 27.08 26.59 25.06 24.41 23.22 21.79
Average 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35

Table 9.2: IEF values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in DWMD filter for varying noises with RVN

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 294.87 266.54 235.87 227.68 196.19 157.65 108.98 79.34 67.71 59.71

Cameraman 140.17 122.65 113.92 101.55 92.52 84.50 62.13 72.12 54.81 47.01

Barbara 168.50 153.87 139.71 117.81 106.88 100.70 82.61 70.40 51.61 42.73

Liftingbody 460.30 452.21 436.70 412.08 376.72 329.79 276.95 262.91 237.48 208.54

Boat 153.61 150.22 132.24 111.50 97.25 92.57 63.81 51.95 50.25 47.91

Average 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

9.1.2 ANDWP Filter

In this section, the proposed ANDWP filter (section 3.1.2) based restoration results are
presented. In this case, all neighboring pixels of the center pixel in the 5 × 5 window are
considered for noise detection and filtering purposes. The directional weighted minimum
deviation based filtering technique is further improved by finding the value of the center
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Table 9.3: SSIM values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in DWMD filter for varying noises with RVN

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9912 0.9877 0.9847 0.9821 0.9812 0.9773 0.9721 0.9672 0.9541 0.9501
Cameraman 0.9086 0.9072 0.9048 0.9028 0.9021 0.8990 0.8965 0.8934 0.8923 0.8907
Barbara 0.9110 0.9130 0.9106 0.9038 0.9010 0.9001 0.8959 0.8988 0.8932 0.8917
Liftingbody 0.9987 0.9932 0.9913 0.9857 0.9815 0.9773 0.9731 0.9712 0.9643 0.9613
Boat 0.9350 0.9287 0.9021 0.8995 0.8975 0.8941 0.8910 0.8868 0.8820 0.8811
Average 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150

Figure 9.1: Graph for DWMD in PSNR for Lena, Cameraman, Liftingbody, Boat and
Barbara images for varying random valued noises

pixel using the principal of maxima/minima. This is done by forming a quadratic equation
by the directional pixels which represents the standard deviation and then minimizing the
standard deviation. In this case it has obtained more appropriate value compared to the
DWMD technique. Tables 9.4, 9.5 and 9.6 show the restoration results of ANDWP filter
in terms of PSNR, IEF and SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images respectively for varying noise densities from 10% (minimum) to 100% (maximum)
contaminated by Random Valued Noises. At the bottom of each table, the average values
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Figure 9.2: Graph for DWMD in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for varying random valued noises

are given to show the improvement of the results clearly. From the PSNR values of the
table, it can be observed that, except the cameraman image, the proposed technique has
generated excellent PSNR values for the other images. The SSIM values given by the
algorithm are very close to 1. From the tables, it can be noticed that for low to high noise
densities, the proposed algorithm has obtained a consistent improvement in terms of PSNR,
IEF and SSIM values. From the IEF table, it can be noticed that for low to high noise
densities, the proposed algorithm has obtained excellent image enhancement factor values.
The values given by the ANDWP algorithm close to 1 for all the images considered but only
the Barbara image has suffered. The performances of the ANDWP filter are satisfactory
for all noise densities as per the restoration results obtained. Visual representation of the
tables on the ANDWP restoration results can be noticed from the Fig. 9.4, Fig. 9.5 and Fig.
9.6 respectively where each plot of the graph represents the PSNR, IEF and SSIM values
for individual image for varying noise densities from 10% (minimum) to 100% (maximum)
contaminated by RVN.
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Figure 9.3: Graph forDWMD in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for varying random valued noises

Table 9.4: PSNR values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in ANDWP filter for varying noises with RVN

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 34.97 33.81 32.74 31.54 29.70 27.22 22.98 20.66 19.92 17.87
Cameraman 28.87 27.91 26.18 24.21 20.82 19.87 18.67 16.98 16.37 14.21
Barbara 32.80 31.63 30.65 28.21 26.41 24.20 22.77 21.41 20.46 19.91
Liftingbody 38.33 36.76 35.49 33.89 31.70 30.01 28.78 27.37 27.14 26.36
Boat 33.16 32.01 30.33 29.23 28.72 26.95 24.71 22.91 21.56 20.50
Average 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77

9.1.3 VMM Filter

In this section, the VMM filter (section 3.2.1) based restoration results are presented. The
VMM filter has considered all neighboring pixels of the center pixel in the 3 × 3 and 5 ×
5 window regions for noise detection and filtering purposes. The performance of ANDWP
filtering technique has been improved by replacing the noisy pixel with the median value of
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Table 9.5: IEF values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in ANDWP filter for varying noises with RVN

Image Noise Density/ IEF
10 20 30 40 50 60 70 80 90 100

Lena 312.71 267.70 258.93 242.18 226.71 190.22 132.33 100.09 92.01 78.71

Cameraman 173.22 146.81 131.56 122.89 106.76 98.32 87.90 85.44 69.58 61.65

Barbara 206.33 183.71 179.66 151.66 138.12 133.50 103.44 96.65 58.30 52.38

Liftingbody 465.21 460.77 453.81 415.71 399.61 334.44 323.06 289.65 249.33 236.30

Boat 303.10 270.73 256.12 237.50 230.98 193.79 156.77 104.67 89.50 76.25

Average 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

Table 9.6: SSIM values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in ANDWP filter for varying noises with RVN

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9968 0.9903 0.9867 0.9855 0.9840 0.9813 0.9776 0.9725 0.9621 0.9523
Cameraman 0.9099 0.9087 0.9054 0.9031 0.9028 0.8996 0.8976 0.8954 0.8941 0.8931
Barbara 0.9130 0.9156 0.9134 0.9079 0.9066 0.9032 0.8969 0.8922 0.8918 0.8911
Liftingbody 0.9989 0.9948 0.9941 0.9878 0.9851 0.9776 0.9755 0.9750 0.9681 0.9636
Boat 0.9450 0.9359 0.9225 0.9195 0.9100 0.9003 0.8936 0.8807 0.8732 0.8615
Average 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123

the neighboring pixels of the center pixel. Two window regions such as 3 × 3 and 5 × 5, are
considered for median filtering to obtain a better restoration results than the DWMD and
ANDWP techniques. Tables 9.7, 9.8 and 9.9 show the restoration results of VMM filter
in terms of PSNR, IEF and SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for varying noise densities from 10% (minimum) to 100% (maximum) contaminated
by Random Valued Noise. The average values are shown at the bottom of the table to
show the improvement of the results with the increasing noise percentage accordingly. From
the PSNR values of the table, it can be observed that the proposed algorithm has given
good PSNR values for the other images but not for the Cameraman image only. The SSIM
values obtained by the algorithm are also close to 1. From the tables, it can be noticed that
from low to high noise densities, the proposed algorithm has given a clear improvement in
terms of PSNR, IEF and SSIM values. From the IEF table, it can be noticed that for low
to high noise densities, the proposed algorithm has given an excellent image enhancement
values. The values obtained by the VMM algorithm close to 1, but the Barbara image. The
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Figure 9.4: Graph for ANDWP in PSNR for Lena, Cameraman, Liftingbody, Boat and
Barbara images for varying random valued noises

performances of the VMM filter are satisfactory for all noise densities as per the restoration
results. Visual representation of the tables on the VMM restoration results are shown in Fig.
9.7, Fig. 9.8 and Fig. 9.9 respectively where each plot of the graph represents the PSNR,
IEF and SSIM values for individual image for varying noise densities from 10% (minimum)
to 100% (maximum) contaminated by RVN.

Table 9.7: PSNR values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in VMM filter for varying noises with RVN

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 35.43 33.97 33.27 31.98 30.43 28.31 24.65 21.80 20.19 18.52
Cameraman 29.68 28.88 27.77 25.13 22.71 20.87 19.87 17.76 17.32 15.70
Barbara 33.22 31.98 31.26 28.87 26.91 24.79 23.43 21.76 20.95 20.45
Liftingbody 38.77 36.95 35.76 34.65 31.81 30.65 29.17 27.81 27.78 26.98
Boat 32.40 31.54 30.12 28.01 27.70 25.95 24.77 23.17 22.52 21.97
Average 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
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Figure 9.5: Graph forANDWP in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for varying random valued noises

Table 9.8: IEF values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in VMM filter for varying noises with RVN

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 347.78 298.78 286.33 282.80 256.22 220.25 172.79 136.15 102.79 93.66

Cameraman 196.66 167.43 145.33 142.65 126.50 109.25 107.25 93.55 84.23 76.25

Barbara 236.50 213.45 209.76 200.66 198.50 192.55 147.19 107.56 77.25 67.85

Liftingbody 489.50 477.65 459.50 423.35 407.45 397.50 376.50 341.25 287.98 254.50

Boat 235.76 213.69 202.50 196.71 188.43 181.25 152.50 118.71 70.39 64.90

Average 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

9.1.4 EPR Filter

In this section, the EPR filter (section 3.2.2) based restoration results are presented. This
filter also considers all neighboring pixels of the center pixel in the 3 × 3 and 5 × 5 window
regions for noise detection and filtering purposes. An advance weighted median filtering
technique is proposed to obtain better restoration results than the DWMD, ANDWP and
VMM methods. 3 × 3 and 5 × 5 window regions based median filtering approach obtained
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Figure 9.6: Graph forDWMD in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for varying random valued noises

Table 9.9: SSIM values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in VMM filter for varying noises with RVN

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9972 0.9933 0.9877 0.9871 0.9856 0.9842 0.9832 0.9775 0.9678 0.9570
Cameraman 0.9132 0.9154 0.9078 0.9050 0.9021 0.8998 0.8970 0.8965 0.8955 0.8969
Barbara 0.9145 0.9175 0.9154 0.9091 0.9082 0.9049 0.8978 0.8965 0.8946 0.8941
Liftingbody 0.9994 0.9965 0.9954 0.9887 0.9865 0.9759 0.9757 0.9798 0.9695 0.9695
Boat 0.9641 0.9579 0.9522 0.9495 0.9307 0.9239 0.9216 0.9186 0.9127 0.9150
Average 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265

better restoration results than the DWMD, ANDWP and VMM techniques. Tables 9.10,
9.11 and 9.12 show the restoration results of EPR filter in terms of PSNR, IEF and SSIM
for Lena, Cameraman, Liftingbody, Boat and Barbara images for varying noise densities
from 10% (minimum) to 100% (maximum) contaminated by Random Valued Noises. At
the bottom of each table, the average values are given to show the improvement of the
results with the noise percentage accordingly. From the PSNR values of the table, it can be
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Figure 9.7: Graph for VMM in PSNR for Lena, Cameraman, Boat, Liftingbody and Barbara
images for 10% to 100% random valued noises

observed that the proposed algorithm obtained excellent PSNR values for the other images
but not for the Cameraman image. The SSIM values given by the algorithm are also close
to 1. From the tables, it can be noticed that from low to high noise densities, the proposed
algorithm obtained a consistent improvement in terms of PSNR, IEF and SSIM values.
From the IEF table, it can be noticed that for low to high noise densities, the proposed
algorithm obtained an excellent image enhancement values. The values obtained by the
EPR algorithm close to 1, but the Barbara and Cameraman images suffer to do so. The
performances of the EPR filter are satisfactory for all noise densities as per the restoration
results. Visual representation of the tables on the EPR restoration results are shown in Fig.
9.10, Fig. 9.11 and Fig. 9.12 respectively where each plot of the graph represents the PSNR,
IEF and SSIM values for individual image for varying noise densities from 10% to 100%
contaminated by Random Valued Noise.

9.1.5 SIR Filter

In this section, the SIR filter (section 3.2.3) based restoration results are presented. The
SIR filter logically partitioned the test image into 5 × 5 sub images. Two restored versions
are generated through proposed technique using 3 × 3 and 5 × 5 masks separately of which
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Figure 9.8: Graph for VMM in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

Table 9.10: PSNR values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in EPR filter for varying noises with RVN

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 35.76 34.22 33.48 32.38 30.79 28.46 24.95 21.91 20.65 18.82
Cameraman 29.98 29.25 28.07 25.63 22.78 20.98 19.99 17.95 17.76 16.32
Barbara 33.75 32.25 31.75 29.32 27.43 25.43 23.85 21.98 21.32 20.50
Liftingbody 39.17 37.20 36.50 35.15 32.24 30.98 29.81 28.33 27.90 27.32
Boat 32.17 30.55 29.62 28.17 27.78 26.05 25.10 24.41 23.57 22.60
Average 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11

better one in terms of PSNR (dB) is chosen. An advance weighted median filtering technique
is proposed to obtain better restoration results than the previous methods. 3 × 3 and 5 × 5
window regions based median filtering approach obtained far better restoration results than
the DWMD, ANDWP, VMM and EPR techniques. Tables 9.13, 9.14 and 9.15 show the
restoration results of SIR filter in terms of PSNR, IEF and SSIM for Lena, Cameraman,
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Figure 9.9: Graph for VMM in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

Table 9.11: IEF values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in EPR filter for varying noises with RVN

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 387.50 305.75 298.25 296.22 279.47 252.75 234.35 189.25 146.25 113.50

Cameraman 214.25 198.25 175.50 163.55 152.20 149.55 137.60 119.95 100.65 87.39

Barbara 269.54 236.25 217.50 208.50 197.25 176.25 158.24 137.46 109.45 100.55

Liftingbody 497.25 487.21 467.25 451.25 437.33 401.12 387.75 362.76 312.50 274.76

Boat 255.70 240.91 207.25 200.69 188.62 168.50 147.25 138.09 111.20 89.28

Average 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

Liftingbody, Boat and Barbara images for varying noise densities from 10% (minimum) to
100% (maximum) contaminated by Random Valued Noises. The average values obtained
are shown at the bottom of each table to show the improvement with the noise percentage
accordingly. From the PSNR values of the table, it can be observed that the proposed al-
gorithm has given excellent PSNR values for the images but not for the Cameraman image.
The SSIM values given by the algorithm are close to 1. From the tables, it can be noticed
that from low to high noise densities, the proposed algorithm obtained a consistent improve-
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Table 9.12: SSIM values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in EPR filter for varying noises with RVN

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9989 0.9975 0.9890 0.9876 0.9872 0.9854 0.9850 0.9779 0.9670 0.9582
Cameraman 0.9187 0.9198 0.9118 0.9076 0.9065 0.9032 0.8971 0.8970 0.8963 0.8961
Barbara 0.9173 0.9206 0.9187 0.9113 0.9089 0.9079 0.8979 0.8969 0.8959 0.8944
Liftingbody 0.9996 0.9976 0.9959 0.9889 0.9871 0.9768 0.9759 0.9806 0.9712 0.9707
Boat 0.9787 0.9759 0.9742 0.9732 0.9607 0.9549 0.9532 0.9486 0.9412 0.9376
Average 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314

Figure 9.10: Graph for EPR in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

ment in terms of PSNR, IEF and SSIM values. From the IEF table, it can be noticed
that for low to high noise densities, the proposed algorithm obtained an excellent image
enhancement values. The values obtained by the SIR algorithm close to 1, but the Barbara
and Cameraman images suffer. The performances of the SIR filter are satisfactory for all
noise densities as per the restoration results. Visual representation of the tables on the SIR
restoration results are shown in Fig. 9.10, Fig. 9.11 and Fig. 9.12 respectively where each
plot of the graph represents the PSNR, IEF and SSIM values for individual image for varying
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Figure 9.11: Graph for EPR in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

noise densities from 10% to 100% contaminated by Random Valued Noise.

Table 9.13: PSNR values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in SIR filter for varying noises with RVN

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 35.93 34.74 33.65 32.52 31.52 28.75 25.33 22.32 21.52 19.76
Cameraman 30.34 30.25 28.57 25.98 23.37 21.22 20.22 18.37 18.12 17.23
Barbara 34.13 32.98 32.34 29.87 27.76 25.99 24.21 22.22 21.78 21.06
Liftingbody 39.99 37.56 37.55 36.11 33.55 31.34 30.16 28.79 28.32 27.91
Boat 33.28 31.91 29.75 28.21 27.99 26.70 25.34 24.80 23.67 22.95
Average 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78
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Figure 9.12: Graph for EPR in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

Table 9.14: IEF values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara images
in SIR filter for varying noises with RVN

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 406.25 345.72 301.50 298.25 289.86 267.25 261.50 227.54 176.65 127.25

Cameraman 254.50 231.43 202.71 173.67 163.54 157.29 151.54 143.25 120.50 101.49

Barbara 276.25 242.25 231.51 228.23 201.54 193.49 167.44 146.23 141.43 122.50

Liftingbody 502.50 488.21 477.51 463.29 451.29 437.26 390.23 376.54 317.21 286.40

Boat 292.25 271.35 225.25 217.76 209.77 202.91 179.31 165.94 147.52 121.76

Average 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88

9.1.6 Comparisons

The restoration results obtained from the five proposed methods such as DWMD, ANDWP,
VMM, EPR and SIR are compared in terms of PSNR (dB), SSIM and IEF metrics with the
existing methods such as SMF, AMF, EDBA, IDBA and BDND. The average quantitative
restoration results for Lena, Cameraman, Liftingbody, Boat and Barbara images by all the
filters are calculated and compared to each other. Ten noise densities of different level
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Table 9.15: SSIM values obtained for Lena, Cameraman, Liftingbody, Boat and Barbara
images in SIR filter for varying noises with RVN

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9991 0.9983 0.9891 0.9878 0.9886 0.9863 0.9878 0.9789 0.9689 0.9599
Cameraman 0.9206 0.9227 0.9187 0.912 0.9100 0.9067 0.8979 0.8979 0.8988 0.8976
Barbara 0.9200 0.9227 0.9183 0.9155 0.9101 0.9086 0.8998 0.8988 0.8965 0.8967
Liftingbody 0.9997 0.9980 0.9971 0.9902 0.9903 0.9787 0.9781 0.9860 0.9752 0.9741
Boat 0.9837 0.9809 0.9784 0.9755 0.9707 0.9689 0.9565 0.9506 0.9482 0.9400
Average 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337

Figure 9.13: Graph for SIR in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

are considered for comparison purpose. Table 9.16 shows the average restoration results
in terms of PSNR (dB) for the eleven filters. Five proposed filters and six existing filters
are compared extensively in this table. SMF filter performs very poor compared to other
filters. AMF and DWM have given similar results for the entire noise density range. EDBA,
IDBA and BDND obtained similar PSNR values also. Although BDND performs best among
them for the higher noise densities. The proposed DWMD performs better than the BDND
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Figure 9.14: Graph for SIR in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

filter for low noise density and but performs better for higher noise density. The ANDWP
performs better than the DWMD filter when the images are corrupted by low noise density
but similar for high noise corruption. The VMM performs much better than the ANDWP
for the entire noise density range. The EPR obtained similar results in terms of PSNR but
performs much better for the highly noisy images. The SIR performs the best in the table
in terms of PSNR for the entire noise density range considered. For the highly noisy images
it performs excellent. The corresponding pictorial representation of the table is shown in
Fig. 9.16. Table 9.17 shows the average restoration results in terms of IEF for five proposed
filters and six existing filters. These filters are compared extensively in this table. SMF and
AMF filters perform very poor compared to other filters. DWM and EDBA obtain similar
results for the entire noise densities range. IDBA and BDND have given similar IEF values
for the low noise density but the highly noisy images. The proposed DWMD generated
small amount of better IEF values than the BDND filter for the entire noisy images. The
ANDWP, VMM and EPR filters perform similarly for the 10% to 100% noise density for
all the images. Among them the EPR performs better than the VMM for the high noise
density. The SIR performs excellent in the table in terms of IEF for the entire noise density
range. For the highly noisy images it performs simply outstanding. The corresponding graph
the table 9.17 is shown in Fig. 9.17. Table 9.18 shows the average restoration results in
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Figure 9.15: Graph for SIR in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% random valued noises

terms of SSIM for all the filters considered. Five proposed filters and six existing filters are
compared extensively in this table. SMF filter performs worse compared to other filters.
AMF, DWM and EDBA have given similar results for the entire noise density range. IDBA
and BDND obtained similar PSNR values also. However BDND performs best among them
for the higher noise densities. The proposed DWMD performs not so good in terms of SSIM
compared to the BDND and IDBA filters. It performs better than EDBA filter, whereas
the ANDWP and VMM perform better than all the existing filters. The EPR performs
much better than all the filters of the table. The SIR performs the best in the table in
terms of SSIM for the entire noise density range considered. The corresponding graph of
the table is shown in Fig. 9.18. The performances of proposed filters are compared with
the existing filters for color image as well. Color Lena image is applied to the six existing
filters and to the five proposed filters here. The noise percentage considered is 50% because
of medium noise corruption by the random valued noise. Fig. 9.19 represents the restored
images to show the qualitative performances of the filters for the image. In the figure, a
and b represent the original and 50% noisy color Lena images respectively with Random
Valued Impulse noise. Figures c, d, e, f, g and h represent the corresponding restored images
using SMF, AMF DWM, AMF, EDBA, IDBA and BDND filters respectively. Figures i, j,
k, l and m show the restored images by the proposed filters such as DWMD, ANDWP,
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Table 9.16: Comparison of restoration results for the proposed algorithms in Average PSNR
for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise density
with RVN

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 30.72 29.59 27.44 24.65 21.57 19.39 18.55 17.13 16.54 16.11
AMF 31.30 30.13 29.30 28.09 26.71 24.59 22.33 19.04 17.76 16.71
DWM 31.51 30.82 30.31 29.54 27.33 25.70 23.41 21.91 19.12 17.04
EDBA 32.09 30.54 30.10 29.12 27.01 24.66 23.81 21.71 19.32 17.23
IDBA 32.24 31.01 30.44 28.20 26.32 24.70 23.03 20.12 18.65 17.49
BDND 32.54 31.12 30.40 29.32 27.67 25.71 23.01 21.00 19.54 18.10
DWMD 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35
ANDWP 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77
VMM 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
EPR 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11
SIR 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78

Table 9.17: Comparison of restoration results for the proposed algorithms in Average IEF
for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise density
with RVN

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 51.77 34.56 28.98 17.65 14.44 10.91 8.01 7.88 7.12 5.01

AMF 82.87 67.99 67.12 51.81 38.73 35.13 27.39 23.91 19.91 15.19

DWM 131.99 120.82 104.83 81.73 59.71 39.70 21.39 20.11 18.97 18.89

EDBA 169.61 139.01 135.92 115.10 79.18 69.99 62.99 47.22 40.63 32.91

IDBA 201.50 187.88 165.61 139.40 116.33 100.49 81.71 62.81 59.51 51.99

BDND 231.90 220.11 201.91 169.40 142.01 109.11 90.90 86.25 82.10 76.51

DWMD 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

ANDWP 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

VMM 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

EPR 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

SIR 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88
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Figure 9.16: Graph showing average PSNR values for Lena, Cameraman, Liftingbody, Boat
and Barbara images for 10% to 100% RVNs by existing and proposed filters

Table 9.18: Comparison of restoration results for the proposed algorithms in Average SSIM
for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise density
with RVN

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9362 0.9333 0.9319 0.9287 0.9259 0.9116 0.9087 0.9076 0.9012 0.8981
AMF 0.9412 0.9377 0.9329 0.9310 0.9254 0.9150 0.9076 0.9064 0.9059 0.9045
DWM 0.9420 0.9412 0.9343 0.9312 0.9240 0.9211 0.9150 0.9219 0.9136 0.9107
EDBA 0.9449 0.9440 0.9361 0.9322 0.9315 0.9243 0.9222 0.9217 0.9156 0.9130
IDBA 0.9510 0.9508 0.9455 0.9431 0.9319 0.9311 0.9276 0.9233 0.9176 0.9167
BDND 0.9512 0.9503 0.9430 0.9411 0.9355 0.9330 0.9310 0.9270 0.9235 0.9214
DWMD 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150
ANDWP 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123
VMM 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265
EPR 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314
SIR 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337
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Figure 9.17: Graph showing average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and proposed filters

Figure 9.18: Graph showing average SSIM values for Lena, Cameraman, Liftingbody, Boat
and Barbara images for 10% to 100% RVNs by existing and proposed filters

VMM, EPR and SIR respectively. From the figure, it can be observed that SMF and
AMF perform very poor. A large amount of black patches exist there. The DWM, AMF,
EDBA and IDBA filters improve the restoration results gradually. Although noises are not
suppressed completely while the edges are well preserved. The proposed DWMD, ANDWP,
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VMM, EPR and SIR filters also improve the quality of the restoration image. The EPR
and SIR filters suppress the noises to some extent and preserves the image fine textures as
well.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m)

Figure 9.19: a-b represent the original and 50% noisy color Lena images with RVN. Figures
c-h represent the corresponding restored color images by SMF, AMF, DWM, EDBA, IDBA
and BDND. Figures i-m show the restored images by proposedDWMD, ANDWP, VMM,
EPR and SIR
.
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9.2 Filter Optimization

In this section, the optimizations of the Sub-Image Restoration (SIR) filter are validated
using restoration results. The optimizations have been done using Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO) techniques. The SIR operator has been presented
in section 3.2.3 and the optimization techniques using the GA and PSO are given in chapter
4. Three user parameters of the SIR filter are searched in a wide range by the two optimiza-
tion algorithms. Best method of the previous section i.e., SIR is optimized in this section
by using GA and PSO. Other methods are not used for optimization here but they can
also be optimized. The user parameters for each of the proposed filter are discussed with
the corresponding algorithm. In a specified range of values they can be searched using any
optimization technique to get the optimal restoration results. By using any of the optimiza-
tion algorithms, the program can determine the value the user parameters automatically or
semi-automatically with less interaction with the user. In a specified range, the algorithm
can search the optimal restoration results during the execution. The Genetic Algorithm
based optimization and Particle Swarm Optimization algorithms are implemented and the
corresponding result sets are generated to compare with the previously proposed filters and
with the state of the art filters. The GA based restoration results are given in section 9.2.1
and of PSO based in section 9.2.2. The GA based and PSO based optimization algorithms
obtained similar restoration results although the PSO is much efficient because its fast con-
vergence rate. Other reason is, the PSO uses less number of parameters during execution.
Using GA and PSO, the three user parameters are searched in the following ranges to obtain
the global optimal solutions i.e., maximum number of Iterations (I) ∈ [3, 8], Threshold value
(T) ∈ [300, 1000] and decreasing Rate of threshold (R) ∈ [0.6, 0.95].

9.2.1 Based on Genetic Algorithm

Genetic Algorithm based Sub-Image Restoration (GASIR) filter (section 4.1.1) executes for
five standard digital images which are corrupted by random valued noises with 10% to 100%
densities and restoration results are generated. The restoration results in terms of PSNR
(dB) for those images are presented in table 9.19. From the table, it is observed that the
PSNR values for all the five images are consistent for the entire noise density range. From
low to high noise density, the average PSNR values are also improving accordingly. The
visual representation of the graph is given in Fig. 9.20. The restoration results in terms
of IEF by the five bench mark images corrupted by random valued noise are given in table
9.20. Seeing the values from the table for the entire noise density range, it can be stated
that, except the Cameraman image, the other images obtained good results in terms of IEF.
The average IEF values for the noise densities can be noticed to conform the improvement
of the result easily. The visual representation of the graph is given in Fig. 9.21. Lastly the
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restoration results in terms of SSIM by the GASIR method for those images are presented
in table 9.21. From the table, it is observed that the SSIM values for all the five images
are consistent for the entire noise density range. Except Barbara and Cameraman images,
the other images are performing well as the SSIM values are close to one. From low to high
noise density, the average SSIM values are also improving. The visual representation of the
graph is given in Fig. 9.22.

Table 9.19: PSNR values for Lena, Cameraman, Liftingbody, Boat and Barbara images in
GASIR filter for varying random valued noises

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 36.52 34.98 33.71 32.65 31.71 29.34 26.87 23.07 21.70 20.13
Cameraman 31.42 31.12 28.90 26.07 23.89 22.31 20.79 18.45 18.36 17.70
Barbara 34.69 33.45 32.79 30.22 28.09 26.31 24.83 22.67 21.97 21.43
Liftingbody 40.46 38.15 37.62 36.65 34.09 31.88 31.29 29.41 28.76 28.31
Boat 33.89 32.23 30.41 29.32 28.40 26.83 25.90 27.75 24.53 23.69
Average 35.39 33.98 32.68 30.98 29.23 27.33 25.93 24.27 23.06 22.25

Table 9.20: IEF for Lena, Cameraman, Liftingbody, Boat and Barbara images in GASIR
filter for varying random valued noises

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 426.20 369.65 322.25 307.50 292.70 285.91 273.09 242.71 217.25 149.75

Cameraman 283.71 257.90 236.73 197.26 190.25 161.50 157.77 151.90 132.75 119.16

Barbara 312.76 286.76 252.09 231.22 216.45 202.40 179.51 166.37 149.50 137.78

Liftingbody 527.46 508.76 482.35 467.66 460.65 438.25 404.55 382.95 342.76 311.80

Boat 311.75 297.22 239.70 232.60 212.35 207.25 186.35 181.10 172.01 137.00

Average 372.37 344.05 306.62 287.24 274.48 259.06 240.25 225.00 202.85 171.09

9.2.2 Based on Particle Swarm Optimization

Particle Swarm Optimization based Sub-Image Restoration (PSOSIR) filter (section 4.2.1)
runs for five standard digital images such as Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% noise density which are corrupted by random valued noises and
restoration results are generated. The restoration results in terms of PSNR (dB) for those
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Figure 9.20: Graph for GASIR in PSNR for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% impulses on RVN

Table 9.21: SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara images in GASIR
filter for varying random valued noises

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9993 0.9990 0.9962 0.9920 0.9900 0.9881 0.9879 0.9843 0.9722 0.9616
Cameraman 0.9339 0.9320 0.9277 0.9222 0.9167 0.9136 0.9112 0.9083 0.9006 0.8990
Barbara 0.9342 0.9317 0.9304 0.9267 0.9222 0.9103 0.9041 0.9003 0.8972 0.8970
Liftingbody 0.9997 0.9987 0.9976 0.9951 0.9942 0.9898 0.9878 0.9863 0.9757 0.9751
Boat 0.9846 0.9823 0.9817 0.9801 0.9786 0.9781 0.9705 0.9591 0.9534 0.9486
Average 0.9703 0.9687 0.9667 0.9632 0.9603 0.9560 0.9523 0.9477 0.9398 0.9363

images are presented in table 9.22. From the table, it is seen that the PSNR values for all the
five images are consistent for the entire noise density range. From low to high noise density,
the average PSNR values are also improving with a sharp interval. The visual representation
of the graph is given in Fig. 9.23. The restoration results in terms of IEF by the five bench
mark images corrupted by random valued noise are given in table 9.23. The values from the
table prove that for the entire noise density, except the Cameraman image, the other images
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Figure 9.21: Graph for GASIR in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% impulses on RVN

obtained good results in terms of IEF. The average IEF values for the noise densities can be
noticed to understand the improvement of the result easily. The visual representation of the
graph is given in Fig. 9.24. The restoration results in terms of SSIM by the PSOSIR method
for those images are presented in table 9.24. From the table, it is observed that the SSIM
values for all the five images are consistent for the entire noise density range. Except the
Barbara and Cameraman images, the other images are performing well as the SSIM values
are close to one. From low to high noise density, the average SSIM values are also improving.
The visual representation of the graph is given in Fig. 9.25.

9.2.3 Comparisons

Table 9.25 shows the average restoration results in terms of PSNR for seven proposed filters
and six existing filters. GASIR and PSOSIR based restoration results are under consideration
in this section. The other proposed methods are already been compared and discussed in
the previous section. These two filters are compared extensively which is given in this table.
The average PSNR is also computed and given in the table. The GASIR and PSOSIR
perform much better than the other proposed filters with an wide margin although the
GASIR and PSOSIR obtained similar restoration results. The comparisons among thirteen
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Figure 9.22: Graph for GASIR in SSIM for Lena, Cameraman, Liftingbody, Boat and Bar-
bara images for 10% to 100% RVNs

Table 9.22: PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara images in PSOSIR
filter for varying random valued noises

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

Lena 36.65 35.12 33.97 32.79 31.86 29.45 27.11 23.57 22.09 20.45
Cameraman 31.55 31.34 29.13 26.45 23.96 22.50 20.92 18.61 18.38 17.81
Barbara 34.73 33.50 32.80 30.32 28.13 26.37 24.91 22.88 22.12 21.67
Liftingbody 40.51 38.37 37.78 36.69 34.42 31.92 31.37 29.44 28.91 28.72
Boat 34.20 32.27 30.70 29.47 28.47 26.89 26.22 25.82 24.64 23.82
Average 35.52 34.12 32.87 31.14 29.36 27.42 26.10 24.46 23.22 22.49

filters are graphically represented in Fig. 9.26. Table 9.26 shows the average restoration
results in terms of IEF for the proposed filters and the state of the art filters. GASIR
and PSOSIR based restoration results are compared in this section. These two filters are
compared extensively in this table. The GASIR and PSOSIR perform much better than the
other proposed filters with a solid margin although they have obtained similar restoration
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Figure 9.23: Graph for PSOSIR in PSNR for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs

Table 9.23: IEF for Lena, Cameraman, Liftingbody, Boat and Barbara images in PSOSIR
filter for varying random valued noises

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

Lena 430.45 377.60 328.52 317.51 296.02 291.22 278.22 244.22 234.17 157.50

Cameraman 287.17 264.50 243.25 202.54 191.87 168.65 161.79 157.36 138.21 121.50

Barbara 352.66 289.70 260.62 235.25 227.50 207.32 184.35 171.67 156.70 142.25

Liftingbody 529.70 511.86 482.66 478.25 464.11 440.50 407.87 387.44 351.25 322.43

Boat 323.17 307.50 256.16 248.22 245.54 222.83 195.71 191.17 176.60 143.73

Average 384.63 350.23 314.24 296.35 285.00 266.10 245.58 230.37 211.38 177.48

results. The comparisons among the thirteen filters are graphically represented in Fig. 9.27.
Average SSIM values are also generated by the two algorithms in this section. Table 9.27
shows the average restoration results in terms of SSIM for the proposed filters and the state
of the art filters. GASIR and PSOSIR based restoration results are compared to other in this
section. The GASIR and PSOSIR perform better than the other proposed filters however
they obtained similar restoration results. The comparison among the thirteen filters are
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Figure 9.24: Graph forPSOSIR in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% impulses on RVN

Table 9.24: SSIM values for Lena, Cameraman, Liftingbody, Boat and Barbara images in
PSOSIR filter for varying random valued noises

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

Lena 0.9994 0.9992 0.9986 0.9965 0.9957 0.9916 0.9900 0.9843 0.9812 0.9717
Cameraman 0.9359 0.9334 0.9313 0.9322 0.9270 0.9210 0.9179 0.9086 0.9041 0.9008
Barbara 0.9351 0.9343 0.9333 0.9298 0.9254 0.9210 0.9207 0.9136 0.9072 0.9065
Liftingbody 0.9997 0.9987 0.9976 0.9951 0.9942 0.9898 0.9878 0.9863 0.9757 0.9751
Boat 0.9846 0.9823 0.9817 0.9801 0.9786 0.9781 0.9705 0.9591 0.9534 0.9486
Average 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405

graphically represented in Fig.9.28. The proposed filters are compared with the existing
filters for color image also. Color Lena image is applied to the six existing filters and to
seven proposed filters here. The noise density used is 50% with random valued noise. Fig.
9.29 shows the restored images to show the qualitative performances of the filters for the
50% noisy color Lena image. In figure 9.29, c to h represent the restored images by the
filters SMF, AMF DWM, AMF, EDBA, IDBA and BDND. Figures i - m show the restored
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Figure 9.25: Graph for PSOSIR in SSIM for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% impulses on RVN

images by the proposed filters such as DWMD, ANDWP, VMM, EPR and SIR, discussed
in previous sections. Figures n and o show the restored images by GASIR and PSOSIR
respectively. It can be seen from these two figures that these filters can remove the noises
very well and also preserves the image fine textures, compared to other outputs by the filters.
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Table 9.25: Comparison of proposed techniques in Average PSNR for Lena, Cameraman,
Liftingbody, Boat and Barbara images with varying random valued noises

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 30.72 29.59 27.44 24.65 21.57 19.39 18.55 17.13 16.54 16.11
AMF 31.30 30.13 29.30 28.09 26.71 24.59 22.33 19.04 17.76 16.71
DWM 31.51 30.82 30.31 29.54 27.33 25.70 23.41 21.91 19.12 17.04
EDBA 32.09 30.54 30.10 29.12 27.01 24.66 23.81 21.71 19.32 17.23
IDBA 32.24 31.01 30.44 28.20 26.32 24.70 23.03 20.12 18.65 17.49
BDND 32.54 31.12 30.40 29.32 27.67 25.71 23.01 21.00 19.54 18.10
DWMD 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35
ANDWP 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77
VMM 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
EPR 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11
SIR 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78
GASIR 35.39 33.98 32.68 30.98 29.23 27.33 25.93 24.27 23.06 22.25
PSOSIR 35.52 34.12 32.87 31.14 29.36 27.42 26.10 24.46 23.22 22.49

Table 9.26: Comparison of results for the proposed filters in Average IEF for Lena, Cam-
eraman, Liftingbody, Boat and Barbara images with varying RVNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 51.77 34.56 28.98 17.65 14.44 10.91 8.01 7.88 7.12 5.01

AMF 82.87 67.99 67.12 51.81 38.73 35.13 27.39 23.91 19.91 15.19

DWM 131.99 120.82 104.83 81.73 59.71 39.70 21.39 20.11 18.97 18.89

EDBA 169.61 139.01 135.92 115.10 79.18 69.99 62.99 47.22 40.63 32.91

IDBA 201.50 187.88 165.61 139.40 116.33 100.49 81.71 62.81 59.51 51.99

BDND 231.90 220.11 201.91 169.40 142.01 109.11 90.90 86.25 82.10 76.51

DWMD 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

ANDWP 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

VMM 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

EPR 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

SIR 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88

GASIR 372.37 344.05 306.62 287.24 274.48 259.06 240.25 225.00 202.85 171.09

PSOSIR 384.63 350.23 314.24 296.35 285.00 266.10 245.58 230.37 211.38 177.48
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Figure 9.26: Graph for average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and proposed filter

Table 9.27: Comparison of results for proposed filters in Average SSIM for Lena, Camera-
man, Liftingbody, Boat and Barbara with varying RVNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9362 0.9333 0.9319 0.9287 0.9259 0.9116 0.9087 0.9076 0.9012 0.8981
AMF 0.9412 0.9377 0.9329 0.9310 0.9254 0.9150 0.9076 0.9064 0.9059 0.9045
DWM 0.9420 0.9412 0.9343 0.9312 0.9240 0.9211 0.9150 0.9219 0.9136 0.9107
EDBA 0.9449 0.9440 0.9361 0.9322 0.9315 0.9243 0.9222 0.9217 0.9156 0.9130
IDBA 0.9510 0.9508 0.9455 0.9431 0.9319 0.9311 0.9276 0.9233 0.9176 0.9167
BDND 0.9512 0.9503 0.9430 0.9411 0.9355 0.9330 0.9310 0.9270 0.9235 0.9214
DWMD 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150
ANDWP 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123
VMM 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265
EPR 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314
SIR 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337
GASIR 0.9703 0.9687 0.9667 0.9632 0.9603 0.9560 0.9523 0.9477 0.9398 0.9363
PSOSIR 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
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Figure 9.27: Graph of average IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs by existing and proposed filter
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Figure 9.28: Graph of average SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs by existing and proposed filter
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Figure 9.29: a-b show original and 50% noisy color Lena images with RVN. Figures c-
h represent the corresponding restored images by SMF, AMF, DWM, EDBA, IDBA and
BDND. Figures i-o show restored images by proposed DWMD, ANDWP, VMM, EPR, SIR,
GASIR and PSOSIR
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9.3 Noise Density Estimation for Adaptive Median Filter

In section 9.2, denoising with optimization algorithm is validated through experimental re-
sults. The SIR filter has been optimized for the purpose of optimal restoration results. Some
user parameters are searched in a wide range using Genetic Algorithm and Particle Swarm
Optimization techniques. The problem of all such algorithms is selection of constant window
size for noise detection and filtering. The filtering window size should be varied to the den-
sity of the noise. A large window size may be useful for highly corrupted images, whereas
for low noisy image small size window is applied. A constant window size is not an efficient
filtering technique of noises in the digital images.

In chapter 5, the noise density estimation for denoising technique has been presented.
In the section, the noise density of an image has been estimated and subsequently a proper
window size is suggested for better restoration results. In this section, two noise models
are considered for making the noisy images. Those are Random Valued Noise (RVN) and
Salt and Pepper Noise (SPN). The filters such as DWMD, ANDWP, VMM, EPR, SIR,
GASIR and PSOSIR are proposed to denoise only RVN in the digital images. In section
9.3.1, restoration results on both the noise models are generated with the standard bench
mark images. In section 9.3.2, the comparison of the proposed filter NDE with the existing
algorithms in terms of PSNR (dB), IEF and SSIM are given. The comparative restoration
results on the color Lena image is given at the end of the section.

9.3.1 Results

The Noise Density Estimation for Denoising (NDE) filter executes for five standard
digital images which are corrupted by random valued noises and salt and pepper noises
with a varying noise density of 10% to 100% and restoration results are generated. The
restoration results in terms of PSNR (dB) for those images are presented in table 9.28. From
the table 9.28((1) SPN), it is observed that the PSNR values for all the five images are
consistent for the entire noise density range. From high to low noise density, the average
PSNR values are also improving consistently. The visual representation of the graph is given
in Fig. 9.30. From the table 9.28((2) RVN), it is observed that the PSNR values for all
the five images are consistent for the entire noise density range. From high to low noise
density, the average PSNR values are also improving consistently. In both the cases, the
Cameraman image suffers with low PSNRs, but for other images the restoration results in
terms PSNR are satisfactory. The visual representation of the graph is given in Fig. 9.31.
The restoration results in terms of IEF by the five bench mark images corrupted by random
valued noise and salt and pepper noise are given in table 9.29. Seeing the values given in
table 9.29((1) SPN, (2) RVN) for the entire noise density, it can be stated that except the
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Cameraman image, the other images obtained good results in terms of IEF. The average
IEF values for the noise densities can be noticed to ensure the improvement of the result
easily. The visual representation of the graph is given in Fig. 9.32 and Fig. 9.33. For
Liftingbody image, the PSNRs obtained is maximum compared to other images. Lastly the
restoration results in terms of SSIM using the NDE method for those images are presented
in table 9.28. From both sections the table, it is observed that the SSIM values for all the five
images are consistent for the entire noise density range for RVN and SPN. Except Barbara
and cameraman images, for the other images the algorithm also performs well as the SSIM
values are close to one. From high to low noise density, the average SSIM values are also
improving persistently. The visual representations of the graph are given in Fig. 9.34 and
Fig. 9.35. For Liftingbody and Lena images the restoration results in terms of SSIM, the
proposed algorithm obtained excellent results.

Table 9.28: PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara images in NDE
filter for varying SPNs and RVNs

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 38.12 36.26 35.73 34.58 33.41 32.32 30.65 29.21 26.78 24.23
Cameraman 32.55 31.56 30.06 27.79 26.97 25.93 24.85 22.73 21.66 20.65
Barbara 36.23 34.09 32.97 31.25 30.78 27.50 26.21 24.56 24.21 22.77
Liftingbody 41.10 38.88 38.17 37.21 35.89 33.23 32.15 30.18 29.61 26.71
Boat 35.41 32.91 31.17 29.67 28.73 27.32 26.98 25.49 24.69 24.11
Average 36.68 34.74 33.62 32.10 31.15 29.26 28.16 26.43 25.39 23.69
(2) RVN
Lena 37.42 35.87 34.52 32.98 32.23 30.22 27.67 24.25 22.76 21.12
Cameraman 31.75 31.42 29.77 27.13 24.92 22.76 21.21 19.72 18.65 18.05
Barbara 35.23 33.87 32.92 30.76 29.21 26.54 25.26 22.91 22.42 21.80
Liftingbody 40.87 38.65 37.87 36.70 34.62 32.33 31.97 29.67 29.17 28.86
Boat 34.50 32.65 31.13 29.52 28.52 27.21 26.76 25.46 24.67 23.90
Average 35.95 34.49 33.24 31.41 29.90 27.81 26.57 24.40 23.53 22.74

9.3.2 Comparisons

In this section, the proposed technique is compared with the existing algorithms in terms
of PSNR(dB), IEF and SSIM. For both the noise models, the proposed algorithm NDE is
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Figure 9.30: Graph for NDE in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

validated. In table 9.31, the values obtained from proposed algorithm is given from where
a comparison can be made with SMF, AMF, DWM, EDBA, IDBA and FBDA algorithms.
In this table all results are generated on the images corrupted by SPN. The Average PSNR
values are shown in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images
with different noise density from 10% to 100%. From this table, it is seen that for the entire
noise density, the proposed algorithm NDE performs the best in terms of PSNR. The com-
parative results of the NDE and existing seven algorithms can also be seen in the Fig. 9.36.

In table 9.32, the PSNR values obtained by the proposed algorithms are compared to
SMF, AMF, DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed
algorithms which are compared in the previous sections are also kept in the table. In this
table all results are generated on the images corrupted by RVN. The average PSNR values
obtained are given in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images
with varying noise density from 10% to 100%. From this table, it can be shown that for the
entire noise density, the proposed algorithm NDE performs the best in terms of PSNR. The
comparative results of the NDE and existing seven algorithms can also be seen in the Fig.
9.37. The FBDA filter performs better than ANDWP filter. From the figure, it is clear that
the NDE algorithm obtained much better restoration results than the existing algorithms
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Figure 9.31: Graph for NDE in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

for the entire noise density. The algorithm also obtained better PSNR than other proposed
filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR. In table 9.33, the
restoration results obtained by the proposed algorithms are compared to SMF, AMF, DWM,
EDBA, IDBA and FBDA algorithms. In this table all results are generated on the images
corrupted by SPN. The Average IEF values are shown in this table for Lena, Cameraman,
Liftingbody, Boat and Barbara images with different noise density from 10% to 100%. From
this table, it is noticed that for the entire noise density, the proposed algorithm NDE per-
forms the best in terms of IEF. The SMF and AMF perform very poor. The comparative
results of the NDE and existing seven algorithms can also be seen in the Fig. 9.38.

In table 9.34, the IEF values obtained from the proposed algorithms are compared to
SMF, AMF, DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed
algorithms which are compared in the previous sections are also kept in the table. In this
table, all results are generated on the images corrupted by RVN. The Average IEF values
are shown in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with
different noise density from 10% to 100%. From this table, it can be observed that for the
entire noise density, the proposed algorithm NDE performs excellent in terms of IEF. The
FBDA filter performs better than ANDWP filter. The results of comparison of the NDE
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Table 9.29: IEF for Lena, Cameraman, Liftingbody, Boat and Barbara images in NDE filter
for varying SPNs and RVNs

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 446.76 412.75 384.95 356.45 313.80 305.61 297.70 279.55 282.75 208.97

Cameraman 316.75 302.50 262.76 240.50 232.78 223.90 201.50 187.25 161.75 156.52

Barbara 387.59 303.50 289.25 276.50 245.25 237.95 206.71 192.75 184.88 167.88

Liftingbody 542.76 523.45 507.50 496.50 472.25 455.76 423.50 399.70 365.89 333.65

Boat 332.75 323.54 287.98 260.87 253.90 231.55 200.22 198.25 190.92 165.22

Average 405.32 373.14 346.48 326.16 303.59 290.95 265.92 251.50 237.23 206.44

(2) RVN
Lena 437.30 383.71 353.50 331.99 297.81 294.91 286.44 276.05 243.80 161.36

Cameraman 292.41 267.22 252.00 213.81 203.60 192.00 176.61 160.86 141.27 149.25

Barbara 363.43 291.30 273.22 246.10 229.95 221.54 197.11 183.40 166.00 154.00

Liftingbody 532.03 517.50 487.08 483.88 468.76 446.00 411.31 393.11 357.39 328.93

Boat 329.50 313.71 263.11 255.63 249.46 227.91 199.50 197.35 181.32 153.87

Average 390.93 354.68 325.78 306.28 289.91 276.47 254.19 242.15 217.95 189.48

Table 9.30: SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara images in NDE
filter for varying SPNs and RVNs

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 0.9995 0.9992 0.9993 0.9981 0.9957 0.9932 0.9915 0.9874 0.9867 0.9840
Cameraman 0.9443 0.9412 0.9387 0.9356 0.9341 0.9336 0.9308 0.9323 0.9260 0.9260
Barbara 0.9462 0.9443 0.9422 0.9391 0.9362 0.9330 0.9309 0.9276 0.9233 0.9207
Liftingbody 0.9997 0.9990 0.9981 0.9965 0.9947 0.9906 0.9885 0.9884 0.9876 0.9844
Boat 0.9896 0.9866 0.9859 0.9822 0.9803 0.9791 0.9749 0.9721 0.9701 0.9680
Average 0.9759 0.9741 0.9728 0.9703 0.9682 0.9659 0.9633 0.9616 0.9587 0.9566
(2) RVN
Lena 0.9994 0.9992 0.9987 0.9971 0.9954 0.9919 0.9904 0.9850 0.9832 0.9830
Cameraman 0.9364 0.9379 0.9351 0.9336 0.9312 0.9304 0.9279 0.9266 0.9243 0.9238
Barbara 0.9400 0.9387 0.9372 0.9365 0.9343 0.9300 0.9276 0.9243 0.9211 0.9200
Liftingbody 0.9997 0.9988 0.9980 0.9957 0.9941 0.9899 0.9883 0.9875 0.9861 0.9821
Boat 0.9851 0.9843 0.9838 0.9802 0.9795 0.9790 0.9723 0.9672 0.9643 0.9623
Average 0.9721 0.9718 0.9706 0.9686 0.9669 0.9642 0.9613 0.9581 0.9558 0.9542
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Figure 9.32: Graph for NDE in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

Table 9.31: Comparison of results for the proposed filters in Average PSNR for Lena, Cam-
eraman, Liftingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 32.22 30.56 28.51 26.76 24.59 22.76 20.40 18.89 17.57 16.87
AMF 32.87 30.79 28.76 28.45 26.89 24.81 22.47 19.19 17.88 16.90
DWM 33.65 31.35 30.87 29.66 27.63 25.93 24.09 22.11 19.45 17.63
EDBA 34.31 32.87 31.60 30.50 28.00 26.60 25.30 23.69 20.44 18.33
IDBA 35.29 33.70 31.79 31.10 29.50 27.11 25.54 24.25 20.32 19.06
BDND 35.41 33.69 31.50 31.32 30.79 30.00 26.32 25.21 21.25 20.62
FBDA 35.49 34.03 31.63 31.65 31.03 30.41 27.23 25.30 22.78 21.20
NDE 36.68 34.74 33.62 32.10 31.15 29.26 28.16 26.43 25.39 23.69

and existing seven algorithms are shown in the Fig. 9.39. From the figure, it can be cleared
that the NDE algorithm obtained much better restoration results in terms of IEF than the
existing algorithms for the entire noise density. The algorithm also has given better IEF than
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Figure 9.33: Graph for NDE in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

other proposed filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR.
In table 9.35, the performances of the proposed algorithms are compared to SMF, AMF,
DWM, EDBA, IDBA and FBDA algorithms. In this table all results are generated on the
images corrupted by SPN. The Average SSIM values for all the algorithms are shown in
this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise
density from 10% to 100%. From this table, it can be noticed that for the entire noise
density, the proposed algorithm NDE performs the best in terms of SSIM. The SMF and
AMF perform very poor where as DWM, EDBA and IDBA perform similarly. The BDND
and FBDA also have obtained similar SSIM values. The comparative results of the NDE
and existing seven algorithms can also be seen in the Fig. 9.40.

In table 9.36, the results given by the proposed algorithms are compared to SMF, AMF,
DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed algorithms
which are compared in the previous sections are also kept in the table. In this table, all
results are generated on the images corrupted by RVN. The Average SSIM values are shown
in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different
noise density from 10% to 100%. From this table, it can be shown that for the entire noise
density, the proposed NDE performs excellent in terms of SSIM. The FBDA filter performs
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Figure 9.34: Graph for NDE in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

better than VMM filter. The comparative results of the NDE and existing seven algorithms
can also be seen in the Fig. 9.41. From the figure, it can be cleared that the NDE algorithm
obtained much better restoration results in terms of SSIM than the existing algorithms for
the entire noise density. The algorithm has given better SSIM values than other proposed
filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR.
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Figure 9.35: Graph for NDE in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

Figure 9.36: Graph of average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and NDE
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Table 9.32: Comparison of the proposed filters in Average PSNR for Lena, Cameraman,
Liftingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 30.72 29.59 27.44 24.65 21.57 19.39 18.55 17.13 16.54 16.11
AMF 31.30 30.13 29.30 28.09 26.71 24.59 22.33 19.04 17.76 16.71
DWM 31.51 30.82 30.31 29.54 27.33 25.70 23.41 21.91 19.12 17.04
EDBA 32.09 30.54 30.10 29.12 27.01 24.66 23.81 21.71 19.32 17.23
IDBA 32.24 31.01 30.44 28.20 26.32 24.70 23.03 20.12 18.65 17.49
BDND 32.54 31.12 30.40 29.32 27.67 25.71 23.01 21.00 19.54 18.10
FBDA 33.62 31.90 31.22 30.40 28.76 26.79 24.92 23.55 21.79 19.70
DWMD 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35
ANDWP 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77
VMM 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
EPR 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11
SIR 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78
GASIR 35.39 33.98 32.68 30.98 29.23 27.33 25.93 24.27 23.06 22.25
PSOSIR 35.52 34.12 32.87 31.14 29.36 27.42 26.10 24.46 23.22 22.49
NDE 35.95 34.49 33.24 31.41 29.90 27.81 26.57 24.40 23.53 22.74

Table 9.33: Comparison of the proposed filters in Average IEF for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 56.82 48.89 41.76 32.50 27.25 21.00 17.60 14.76 10.00 7.75

AMF 63.81 50.50 46.00 41.56 37.09 31.20 29.22 25.50 23.10 18.00

DWM 144.75 127.25 114.56 86.33 69.70 47.89 40.25 29.17 21.00 18.91

EDBA 197.50 156.50 144.25 127.60 92.64 72.90 67.08 53.75 44.72 40.00

IDBA 223.55 204.32 190.75 165.80 145.90 123.43 93.25 77.94 65.60 54.10

BDND 256.80 249.96 221.09 202.95 178.60 176.25 123.55 111.17 103.04 92.81

FBDA 295.10 263.72 266.50 242.55 237.01 210.50 176.69 143.50 130.56 115.95

NDE 405.32 373.14 346.48 326.16 303.59 290.95 265.92 251.50 237.23 206.44
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Figure 9.37: Graph of average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and NDE filter
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Figure 9.38: Graph of average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and NDE filter

Table 9.34: Comparison of proposed filters in Average IEF for Lena, Cameraman, Lifting-
body, Boat and Barbara images RVNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 51.77 34.56 28.98 17.65 14.44 10.91 8.01 7.88 7.12 5.01

AMF 82.87 67.99 67.12 51.81 38.73 35.13 27.39 23.91 19.91 15.19

DWM 131.99 120.82 104.83 81.73 59.71 39.70 21.39 20.11 18.97 18.89

EDBA 169.61 139.01 135.92 115.10 79.18 69.99 62.99 47.22 40.63 32.91

IDBA 201.50 187.88 165.61 139.40 116.33 100.49 81.71 62.81 59.51 51.99

BDND 231.90 220.11 201.91 169.40 142.01 109.11 90.90 86.25 82.10 76.51

FBDA 296.55 312.89 278.25 223.50 187.25 160.50 129.75 105.25 94.50 90.88

DWMD 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

ANDWP 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

VMM 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

EPR 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

SIR 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88

GASIR 372.37 344.05 306.62 287.24 274.48 259.06 240.25 225.00 202.85 171.09

PSOSIR 384.63 350.23 314.24 296.35 285.00 266.10 245.58 230.37 211.38 177.48

NDE 390.93 354.68 325.78 306.28 289.91 276.47 254.19 242.15 217.95 189.48

Somnath Mukhopadhyay, University of Kalyani, India



9.3. Noise Density Estimation for Adaptive Median Filter 196

Figure 9.39: Graph of average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and the NDE filter

Table 9.35: Comparison of the proposed filters in Average SSIM for Lena, Cameraman,
Liftingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9423 0.9417 0.9384 0.9328 0.9319 0.9265 0.9201 0.9156 0.9127 0.9103
AMF 0.9476 0.9425 0.9369 0.9333 0.9297 0.9265 0.9240 0.9222 0.9204 0.9178
DWM 0.9507 0.9477 0.9451 0.9445 0.9410 0.9378 0.9256 0.9210 0.9176 0.9165
EDBA 0.9565 0.9541 0.9501 0.9467 0.9420 0.9370 0.9342 0.9311 0.9267 0.9229
IDBA 0.9583 0.9567 0.9540 0.9427 0.9420 0.9413 0.9391 0.9358 0.9342 0.9311
BDND 0.9622 0.9607 0.9585 0.9571 0.9535 0.9515 0.9500 0.9457 0.9406 0.9376
FBDA 0.9687 0.9620 0.9607 0.9589 0.9554 0.9527 0.9501 0.9478 0.9430 0.9403
NDE 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
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Figure 9.40: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and NDE filter
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Table 9.36: Comparison of results for the proposed algorithms in Average SSIM for Lena,
Cameraman, Liftingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9362 0.9333 0.9319 0.9287 0.9259 0.9116 0.9087 0.9076 0.9012 0.8981
AMF 0.9412 0.9377 0.9329 0.9310 0.9254 0.9150 0.9076 0.9064 0.9059 0.9045
DWM 0.9420 0.9412 0.9343 0.9312 0.9240 0.9211 0.9150 0.9219 0.9136 0.9107
EDBA 0.9449 0.9440 0.9361 0.9322 0.9315 0.9243 0.9222 0.9217 0.9156 0.9130
IDBA 0.9510 0.9508 0.9455 0.9431 0.9319 0.9311 0.9276 0.9233 0.9176 0.9167
BDND 0.9512 0.9503 0.9430 0.9411 0.9355 0.9330 0.9310 0.9270 0.9235 0.9214
FBDA 0.9598 0.9565 0.9542 0.9507 0.9429 0.9403 0.9376 0.9333 0.9317 0.9310
DWMD 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150
ANDWP 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123
VMM 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265
EPR 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314
SIR 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337
GASIR 0.9703 0.9687 0.9667 0.9632 0.9603 0.9560 0.9523 0.9477 0.9398 0.9363
PSOSIR 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
NDE 0.9721 0.9718 0.9706 0.9686 0.9669 0.9642 0.9613 0.9581 0.9558 0.9542

Somnath Mukhopadhyay, University of Kalyani, India



199 Chapter 9. Experimental Results and Comparisons

Figure 9.41: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and NDE filter
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9.4 PSO based Clustering for Noise Detection and Restora-
tion

In section 9.3, noise density estimation based denoising filter has been validated through ex-
perimental results. Noise density is estimated to suggest an empirical window size for noise
detection and filtering operations. For low noise density, a small size window and for high
noise density a large size window is used. K-means clustering algorithm based noise density
estimation is done in the section. A window of fixed size may not perform well for a variety
of noise densities. The algorithm for denoising salt-and-pepper noise or random-valued noise
in the image using the density estimation for denoising obtained excellent restoration results
although the algorithm suffers from high computational cost. The execution times for all
proposed algorithms along with existing algorithms are studied and presented towards the
end of the chapter.

In chapter 6, fixed length and different length PSO based image clustering techniques
for image denoising have been presented. In the section, a clustering of image pixels is
done for image denoising. Fixed length particle and different length particle swarm opti-
mization algorithms are proposed for image denoising. The different length particle swarm
optimization (DPSO) algorithm performs much better than the fixed length particle swarm
optimization (FPSO). The DPSO algorithm also requires less number of user parameters
compared to FPSO. The results and comparisons using the DPSO algorithm are given in
this section. In this section, two noise models are considered for making the noisy images.
Those are Random Valued Noise (RVN) and Salt and Pepper Noise (SPN). In section 9.4.1,
some restoration results on both the noise models are generated with the standard bench
mark images are given. In section 9.4.2, the comparison of the proposed DPSO filter with
the existing algorithms in terms of PSNR (dB), IEF and SSIM are given. The comparative
restoration results on the color Lena image is given at the end of the section.

9.4.1 Results

The Different length Particle Swarm Optimization(DPSO) filter (section 6.2.1) ex-
ecutes for five standard digital images which are corrupted by random valued noises and
salt and pepper noises with 10% to 100% densities and restoration results are generated.
The restoration results in terms of PSNR (dB) for those images are presented in table 9.37.
From the table 9.37((1) SPN), it is observed that the PSNR values for all the five images
are consistent for the entire noise density range. From low to high noise density, the average
PSNR values are also improving consistently. The visual representation of the graph is given
in Fig. 9.42. From the table 9.37((2) RVN), it is observed that the PSNR values for all
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the five images are consistent for the entire noise density range. From low to high noise
density, the average PSNR values are also improving consistently. In both the cases, the
Cameraman image suffers from low PSNRs, but for other images the restoration results in
terms PSNR are very satisfactory. The visual representation of the graph is given in Fig.
9.43. The restoration results in terms of IEF by the five bench mark images corrupted by
random valued noise and salt and pepper noise are given in table 9.38. Seeing the values
given in table 9.38((1) SPN, (2) RVN) for the entire noise density, it can be stated that
except the Cameraman image, the other images obtained good results in terms of IEF. The
average IEF values for the noise densities can be noticed to understand the improvement
of the result easily. The visual representation of the graph is given in Fig. 9.44 and Fig.
9.45. For Liftingbody image, the PSNRs obtained is maximum compared to other images.
Lastly the restoration results in terms of SSIM by the DPSO method for those images are
presented in table 9.37. From the SPN and RVN parts of the table, it is observed that the
SSIM values for all the five images are consistent for the entire noise density range for RVN
and SPN. Except Barbara and Cameraman images, for the other images the algorithm also
performs well as the SSIM values are close to one. From high to low noise density, the average
SSIM values are also improving continuously. The visual representations of the graphs are
given in Fig. 9.46 and Fig. 9.47. For Liftingbody and Lena images the restoration results
in terms of SSIM, the proposed algorithm obtained excellent restoration results.

9.4.2 Comparisons

The proposed algorithm is compared with the existing algorithms in terms of PSNR (dB),
IEF and SSIM in this section. For both the noise models, the proposed algorithm DPSO
is validated. In table 9.40, the results by the proposed algorithms are compared to SMF,
AMF, DWM, EDBA, IDBA and FBDA algorithms. In this table, all results are generated
on the images corrupted by SPN. The average PSNR values are shown in this table for Lena,
Cameraman, Liftingbody, Boat and Barbara images with different noise density from 10%
to 100%. From this table, it is seen that for the entire noise density, the proposed DPSO
performs the best in terms of PSNR. The DPSO algorithm performs much better than the
NED algorithm also in terms of quantitative restoration results. The comparative results of
the DPSO and existing seven algorithms can also be seen in the Fig. 9.48.

In table 9.41, the restoration results given by the proposed algorithms are compared to
SMF, AMF, DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed
algorithms which are compared in the previous sections are also kept in the table. In this
table, all results are generated on the images corrupted by RVN. The Average PSNR values
are shown in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with
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Table 9.37: PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara images in DPSO
filter for varying SPNs and RVNs

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 40.01 38.15 37.54 36.43 35.16 34.23 32.60 30.87 28.65 26.25
Cameraman 34.20 33.19 31.76 29.62 28.80 27.82 26.80 24.48 23.69 22.70
Barbara 38.30 36.11 34.91 33.30 32.65 29.52 28.32 26.55 26.65 24.15
Liftingbody 42.85 40.61 39.81 39.13 37.97 35.10 34.26 32.46 31.43 28.63
Boat 37.25 34.50 33.25 31.56 30.56 29.00 28.61 27.32 26.50 26.25
Average 38.52 36.51 35.45 34.00 33.02 31.13 30.11 28.33 27.38 25.59
(2) RVN
Lena 39.30 37.82 36.67 34.65 34.19 32.08 29.54 26.36 24.21 23.51
Cameraman 33.54 33.25 31.80 28.87 26.85 24.65 23.25 21.54 20.25 20.05
Barbara 37.45 35.60 34.76 32.81 31.33 28.50 27.23 24.76 24.30 23.76
Liftingbody 42.56 40.33 39.41 38.50 36.32 34.15 34.00 31.59 31.00 30.90
Boat 36.43 34.70 33.00 31.29 30.50 29.10 28.70 27.21 26.80 25.60
Average 37.85 36.34 35.12 33.22 31.83 29.69 28.54 26.29 25.31 24.76

different noise density from 10% to 100%. From this table, it is seen that for the entire noise
density, the proposed algorithm DPSO performs the best in terms of PSNR. The compar-
ative results of the DPSO and existing seven algorithms can also be seen in the Fig. 9.49.
The FBDA filter performs better than ANDWP filter. From the figure, it can be cleared that
the DPSO algorithm obtained much better restoration results than the existing algorithms
for the entire noise density. The algorithm also obtained better PSNR than other proposed
filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR. In table 9.42, the
restoration results obtained by the proposed algorithm are compared to SMF, AMF, DWM,
EDBA, IDBA and FBDA algorithms. In this table, all results are generated on the images
corrupted by SPN. The Average IEF values are shown in this table for Lena, Cameraman,
Liftingbody, Boat and Barbara images with different noise density from 10% to 100%. From
this table, it is seen that for the entire noise density, the proposed algorithmDPSO performs
the best in terms of IEF. The SMF and AMF perform very poor. The comparative results
of the NED and existing seven algorithms can also be seen in the Fig. 9.50.

In table 9.43, the results given by the proposed algorithms are compared to SMF, AMF,
DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed algorithms
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Figure 9.42: Graph forDPSO in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

which are compared in the previous sections are also kept in the table. In this table, all
results are generated on the images corrupted by RVN. The Average IEF values are shown
in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different
noise density from 10% to 100%. From this table, it is clear that for the entire noise density,
the proposed algorithm DPSO performs excellent in terms of IEF. The FBDA filter per-
forms better than ANDWP filter. The comparative results of the DPSO and existing seven
algorithms can also be seen in the Fig. 9.51. From the figure, it can be cleared that the
DPSO algorithm obtained much better restoration results in terms of IEF than the existing
algorithms for the entire noise density. The algorithm also obtained better IEF than other
proposed filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR. In
table 9.44, the results generated by the proposed algorithms are compared to SMF, AMF,
DWM, EDBA, IDBA and FBDA algorithms. In this table all results are generated on the
images corrupted by SPN. The Average SSIM values for all the algorithms are shown in
this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise
density from 10% to 100%. From this table, it is noticed that for the entire noise density, the
proposed algorithmDPSO performs the best in terms of SSIM. The SMF and AMF perform
very poor where as DWM, EDBA and IDBA perform similarly. The BDND and FBDA also
obtained similar SSIM values. The comparative results of the DPSO and existing seven
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Figure 9.43: Graph forDPSO in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

algorithms can also be seen in the Fig. 9.52.

In table 9.45, the results given by the proposed algorithms are compared to SMF, AMF,
DWM, EDBA, IDBA and FBDA algorithms. In this table, the other proposed algorithms
which are compared in the previous sections are also kept in the table. In this table, all
results are generated on the images corrupted by RVN. The Average SSIM values are shown
in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise
density from 10% to 100%. From this table, it is observed that for the entire noise density,
the proposed DPSO performs excellent in terms of SSIM. The FBDA filter performs better
than VMM filter. The comparative results of the DPSO and existing seven algorithms can
also be seen in the Fig. 9.53. From the figure, it can be cleared that the DPSO algorithm
obtained much better restoration results in terms of SSIM than the existing algorithms for
the entire noise density. The algorithm also obtained better SSIM than other proposed filters
such as DWMD, ANDWP, VMM, EPR, SIR, GASIR and PSOSIR.
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Table 9.38: IEF for Lena, Cameraman, Liftingbody, Boat and Barbara images in DPSO
filter for varying SPNs and RVNs

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 471.23 443.29 411.22 378.05 344.12 332.22 342.62 311.09 313.62 239.22

Cameraman 349.50 331.74 291.60 273.53 264.72 250.25 227.25 222.18 182.00 182.30

Barbara 422.29 330.22 316.10 300.25 281.17 263.23 239.54 221.90 211.29 192.13

Liftingbody 573.50 550.60 554.47 530.45 511.00 485.50 413.25 431.44 390.17 367.29

Boat 364.72 355.17 322.20 292.81 274.21 265.60 231.31 220.25 217.10 191.17

Average 436.24 402.20 379.11 355.01 335.04 319.36 290.79 281.37 262.83 234.42

(2) RVN
Lena 460.23 412.25 376.50 355.50 325.20 318.19 311.59 298.40 265.23 186.30

Cameraman 317.28 295.55 281.65 246.79 231.25 221.39 200.01 181.13 164.45 172.50

Barbara 378.13 323.17 289.556 271.17 251.34 245.29 224.00 201.65 187.16 176.90

Liftingbody 551.26 541.65 516.87 511.50 490.50 465.50 431.41 411.25 376.25 341.21

Boat 351.10 334.27 280.12 277.12 271.16 254.09 221.12 220.16 210.30 181.12

Average 411.60 381.37 348.93 332.41 313.89 300.89 277.62 262.51 240.67 211.60

Table 9.39: SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara images in DPSO
filter for varying SPNs and RVNs

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 0.9995 0.9992 0.9993 0.9982 0.9959 0.9938 0.9920 0.9878 0.9871 0.9850
Cameraman 0.9541 0.9522 0.9510 0.9487 0.9458 0.9450 0.9438 0.9420 0.9402 0.9356
Barbara 0.9571 0.9523 0.9476 0.9453 0.9462 0.9427 0.9423 0.9404 0.9369 0.9352
Liftingbody 0.9997 0.9990 0.9983 0.9966 0.9956 0.9935 0.9921 0.9904 0.9888 0.9865
Boat 0.9900 0.9887 0.9873 0.9847 0.9843 0.9807 0.9800 0.9767 0.9743 0.9723
Average 0.9801 0.9783 0.9767 0.9747 0.9736 0.9711 0.9700 0.9675 0.9655 0.9629
(2) RVN
Lena 0.9994 0.9992 0.9988 0.9977 0.9956 0.9934 0.9921 0.9907 0.9902 0.9886
Cameraman 0.9406 0.9393 0.9386 0.9371 0.9350 0.9345 0.9334 0.9321 0.9315 0.9296
Barbara 0.9446 0.9431 0.9429 0.9427 0.9423 0.9412 0.9401 0.9391 0.9386 0.9380
Liftingbody 0.9997 0.9989 0.9980 0.9961 0.9956 0.9939 0.9937 0.9925 0.9917 0.9906
Boat 0.9856 0.9845 0.9838 0.9823 0.9817 0.9813 0.9803 0.9780 0.9770 0.9752
Average 0.9740 0.9730 0.9724 0.9712 0.9700 0.9689 0.9679 0.9665 0.9658 0.9644
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Figure 9.44: Graph for DPSO in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

Table 9.40: Comparison in Average PSNR of proposed filters for Lena, Cameraman, Lifting-
body, Boat and Barbara images with SPNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 32.22 30.56 28.51 26.76 24.59 22.76 20.40 18.89 17.57 16.87
AMF 32.87 30.79 28.76 28.45 26.89 24.81 22.47 19.19 17.88 16.90
DWM 33.65 31.35 30.87 29.66 27.63 25.93 24.09 22.11 19.45 17.63
EDBA 34.31 32.87 31.60 30.50 28.00 26.60 25.30 23.69 20.44 18.33
IDBA 35.29 33.70 31.79 31.10 29.50 27.11 25.54 24.25 20.32 19.06
BDND 35.41 33.69 31.50 31.32 30.79 30.00 26.32 25.21 21.25 20.62
FBDA 35.49 34.03 31.63 31.65 31.03 30.41 27.23 25.30 22.78 21.20
NED 36.68 34.74 33.62 32.10 31.15 29.26 28.16 26.43 25.39 23.69
DPSO 38.52 36.51 35.45 34.00 33.02 31.13 30.11 28.33 27.38 25.59
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Figure 9.45: Graph for DPSO in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

Figure 9.46: Graph forDPSO in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs
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Figure 9.47: Graph forDPSO in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

Figure 9.48: Graph of Average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and DPSO filter
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Table 9.41: Comparison in Average PSNR for proposed filters for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 30.72 29.59 27.44 24.65 21.57 19.39 18.55 17.13 16.54 16.11
AMF 31.30 30.13 29.30 28.09 26.71 24.59 22.33 19.04 17.76 16.71
DWM 31.51 30.82 30.31 29.54 27.33 25.70 23.41 21.91 19.12 17.04
EDBA 32.09 30.54 30.10 29.12 27.01 24.66 23.81 21.71 19.32 17.23
IDBA 32.24 31.01 30.44 28.20 26.32 24.70 23.03 20.12 18.65 17.49
BDND 32.54 31.12 30.40 29.32 27.67 25.71 23.01 21.00 19.54 18.10
FBDA 33.62 31.90 31.22 30.40 28.76 26.79 24.92 23.55 21.79 19.70
DWMD 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35
ANDWP 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77
VMM 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
EPR 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11
SIR 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78
GASIR 35.39 33.98 32.68 30.98 29.23 27.33 25.93 24.27 23.06 22.25
PSOSIR 35.52 34.12 32.87 31.14 29.36 27.42 26.10 24.46 23.22 22.49
NED 35.95 34.49 33.24 31.41 29.90 27.81 26.57 24.40 23.53 22.74
DPSO 37.85 36.34 35.12 33.22 31.83 29.69 28.54 26.29 25.31 24.76

Table 9.42: Comparison of Average IEF for proposed filters for Lena, Cameraman, Lifting-
body, Boat and Barbara images with SPNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 56.82 48.89 41.76 32.50 27.25 21.00 17.60 14.76 10.00 7.75

AMF 63.81 50.50 46.00 41.56 37.09 31.20 29.22 25.50 23.10 18.00

DWM 144.75 127.25 114.56 86.33 69.70 47.89 40.25 29.17 21.00 18.91

EDBA 197.50 156.50 144.25 127.60 92.64 72.90 67.08 53.75 44.72 40.00

IDBA 223.55 204.32 190.75 165.80 145.90 123.43 93.25 77.94 65.60 54.10

BDND 256.80 249.96 221.09 202.95 178.60 176.25 123.55 111.17 103.04 92.81

FBDA 295.10 263.72 266.50 242.55 237.01 210.50 176.69 143.50 130.56 115.95

NED 405.32 373.14 346.48 326.16 303.59 290.95 265.92 251.50 237.23 206.44

DPSO 436.24 402.20 379.11 355.01 335.04 319.36 290.79 281.37 262.83 234.42
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Figure 9.49: Graph of average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and DPSO filter

Figure 9.50: Graph of average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and DPSO filter
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Table 9.43: Comparison of Average IEF for the proposed filter for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images RVNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 51.77 34.56 28.98 17.65 14.44 10.91 8.01 7.88 7.12 5.01

AMF 82.87 67.99 67.12 51.81 38.73 35.13 27.39 23.91 19.91 15.19

DWM 131.99 120.82 104.83 81.73 59.71 39.70 21.39 20.11 18.97 18.89

EDBA 169.61 139.01 135.92 115.10 79.18 69.99 62.99 47.22 40.63 32.91

IDBA 201.50 187.88 165.61 139.40 116.33 100.49 81.71 62.81 59.51 51.99

BDND 231.90 220.11 201.91 169.40 142.01 109.11 90.90 86.25 82.10 76.51

FBDA 296.55 312.89 278.25 223.50 187.25 160.50 129.75 105.25 94.50 90.88

DWMD 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

ANDWP 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

VMM 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

EPR 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

SIR 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88

GASIR 372.37 344.05 306.62 287.24 274.48 259.06 240.25 225.00 202.85 171.09

PSOSIR 384.63 350.23 314.24 296.35 285.00 266.10 245.58 230.37 211.38 177.48

NED 390.93 354.68 325.78 306.28 289.91 276.47 254.19 242.15 217.95 189.48

DPSO 411.60 381.37 348.93 332.41 313.89 300.89 277.62 262.51 240.67 211.60

Table 9.44: Comparison of Average SSIM for proposed filters for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9423 0.9417 0.9384 0.9328 0.9319 0.9265 0.9201 0.9156 0.9127 0.9103
AMF 0.9476 0.9425 0.9369 0.9333 0.9297 0.9265 0.9240 0.9222 0.9204 0.9178
DWM 0.9507 0.9477 0.9451 0.9445 0.9410 0.9378 0.9256 0.9210 0.9176 0.9165
EDBA 0.9565 0.9541 0.9501 0.9467 0.9420 0.9370 0.9342 0.9311 0.9267 0.9229
IDBA 0.9583 0.9567 0.9540 0.9427 0.9420 0.9413 0.9391 0.9358 0.9342 0.9311
BDND 0.9622 0.9607 0.9585 0.9571 0.9535 0.9515 0.9500 0.9457 0.9406 0.9376
FBDA 0.9687 0.9620 0.9607 0.9589 0.9554 0.9527 0.9501 0.9478 0.9430 0.9403
NED 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
DPSO 0.9801 0.9783 0.9767 0.9747 0.9736 0.9711 0.9700 0.9675 0.9655 0.9629
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Figure 9.51: Graph for average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and DPSO filter

Figure 9.52: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and DPSO filter
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Table 9.45: Comparison of Average SSIM for proposed filters for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9362 0.9333 0.9319 0.9287 0.9259 0.9116 0.9087 0.9076 0.9012 0.8981
AMF 0.9412 0.9377 0.9329 0.9310 0.9254 0.9150 0.9076 0.9064 0.9059 0.9045
DWM 0.9420 0.9412 0.9343 0.9312 0.9240 0.9211 0.9150 0.9219 0.9136 0.9107
EDBA 0.9449 0.9440 0.9361 0.9322 0.9315 0.9243 0.9222 0.9217 0.9156 0.9130
IDBA 0.9510 0.9508 0.9455 0.9431 0.9319 0.9311 0.9276 0.9233 0.9176 0.9167
BDND 0.9512 0.9503 0.9430 0.9411 0.9355 0.9330 0.9310 0.9270 0.9235 0.9214
FBDA 0.9598 0.9565 0.9542 0.9507 0.9429 0.9403 0.9376 0.9333 0.9317 0.9310
DWMD 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150
ANDWP 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123
VMM 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265
EPR 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314
SIR 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337
GASIR 0.9703 0.9687 0.9667 0.9632 0.9603 0.9560 0.9523 0.9477 0.9398 0.9363
PSOSIR 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
NED 0.9721 0.9718 0.9706 0.9686 0.9669 0.9642 0.9613 0.9581 0.9558 0.9542
DPSO 0.9740 0.9730 0.9724 0.9712 0.9700 0.9689 0.9679 0.9665 0.9658 0.9644
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Figure 9.53: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and DPSO filter
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9.5 Fuzzy Switching Median Filter

In this section, a fuzzy switching median filter (FSMF) based restoration results are
presented and compared with proposed and some recent existing algorithms. Two noise
models are considered for making the noisy images. Those are Random Valued Noise (RVN)
and Salt and Pepper Noise (SPN). Results obtained from all the proposed filters on the
spatial domain are compared and validated by extensive simulation results, in this section.
The required execution time for all the proposed algorithms are studied and compared with
the state of the art algorithms in the literature. Variable noise density from 10% to 100%
have been applied to five bench mark images to evaluate the performance.

In section 9.5.1, restoration results on both the noise models are given with the standard
bench mark images. In section 9.5.2, the comparison of the proposed filter with the existing
algorithms in terms of PSNR (dB), IEF and SSIM are given. The comparative restoration
results on the color Lena image is given at the end of this section. Discussion of experimental
results and comparisons is given in section 9.7.

9.5.1 Results

The fuzzy switching median filter (FSMF) (chapter 7) executes for five standard digital
images which are corrupted by random valued noises and salt-and-pepper noises with 10%
to 100% densities and restoration results are generated. The restoration results in terms of
PSNR (dB) for those images are presented in table 9.46. From the table 9.46((1) SPN), it
is observed that the PSNR values for all the five images are consistent for the entire noise
density range. The average PSNR values are improving consistently in accordance with the
high to low noise density. The visual representation is given in Fig. 9.54. From the table
9.46((2) RVN), it is observed that the PSNR (dB) values for all the five images are consistent
for the entire noise density range. From high to low noise density, the average PSNR values
are also improving consistently. In both the cases, the Cameraman image suffers from low
PSNRs, but for other images the restoration results in terms PSNR are very satisfactory.
The visual representation is given in Fig. 9.55.

The restoration results in terms of IEF by the five bench mark images corrupted by
random valued noise and salt and pepper noise are given in table 9.47. From the values
given in table 9.47((1) SPN, (2) RVN), for the entire noise density, it is seen that except the
Cameraman image, the other images obtained good results in terms of IEF. The average
IEF values for the noise densities can be noticed to convince the improvement of the results
easily. The visual representation of the graph is given in Fig. 9.56 and Fig. 9.57. For
Liftingbody image, the PSNRs obtained are maximum compared to other images.

Lastly the restoration results in terms of SSIM by the FSMF method for those images
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are presented in table 9.46. From the table, it is observed that the SSIM values for all
the five images are consistent for the entire noise density range for RVN and SPN. Except
Barbara and Cameraman images, for the other images the algorithm also performs well as
the SSIM values are close to one. From high to low noise density, the average SSIM values
are improving clearly. The visual representations of the graphs are given in Fig. 9.58 and
Fig. 9.59. For Liftingbody and Lena images, the proposed algorithm has obtained excellent
restoration results in terms of SSIM.

Table 9.46: PSNR values for Lena, Cameraman, Liftingbody, Boat and Barbara images in
FSMF filter for varying SPNs and RVNs

Image Noise Density/PSNR
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 39.13 36.71 35.33 34.25 33.20 31.86 30.62 30.17 28.13 27.24
Cameraman 32.57 31.62 30.54 28.57 27.43 26.09 24.78 23.65 22.23 21.36
Barbara 36.75 35.21 33.25 32.10 31.43 28.05 26.75 25.55 24.67 23.50
Liftingbody 41.31 39.61 38.60 37.61 36.20 34.32 32.71 31.35 30.81 29.15
Boat 36.10 33.87 32.05 30.78 29.55 28.10 27.35 26.24 24.87 24.30
Average 37.17 35.40 33.95 32.66 31.56 29.68 28.44 27.39 26.14 25.11
(2) RVN
Lena 38.15 36.90 35.13 33.78 32.23 30.80 28.25 25.82 23.57 22.15
Cameraman 32.41 31.62 30.20 28.32 26.05 23.23 21.43 20.29 19.43 18.32
Barbara 35.86 34.65 33.27 31.93 29.87 27.21 26.10 24.00 22.76 22.01
Liftingbody 41.04 39.79 38.20 36.82 35.21 33.46 32.64 30.98 29.59 28.23
Boat 35.33 33.52 32.16 30.54 29.67 28.32 27.10 26.32 25.43 24.16
Average 36.55 35.29 33.79 32.27 30.60 28.60 27.10 25.48 24.15 22.97

In tables 9.49 and 9.50, the bit error rates are shown. Two types of noise densities are
considered on the Lena and Cameraman images which are corrupted with salt-and-pepper
noise and random valued noise. The restoration results of the proposed filters are given in
those tables. In those tables the number is a scalar that shows the number of bits that differ
and the ratio is the value which is obtained by dividing by the total number of bits. From
the tables it is seen that the ratios in both the noise models and noise densities are very less,
which show the efficiency of the proposed algorithms.

In table 9.51, the restoration results in terms of PSNR are shown. The noise type
considered is the quantization noise . Ten algorithms are considered for validation using the
noise type on Lena and Cameraman images. From the table it is seen that the proposed
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Figure 9.54: Graph for FSMF in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

filters starting from DWMD to DPSO, obtain an excellent restoration results.
In table 9.52, quantitative restoration results are generated in terms of PSNR (dB) for

the anisotropic noise . The proposed filters obtain the restoration results given in the table.
Randomly 50% rows and 50% columns are selected to make the Lena and Cameraman images
corrupted. At the same time, double processing has also been done on the pixels during noise
mixing. One fourth of the row positions and one fourth of the column positions are randomly
selected to mix the noise. Lastly 50% row positions and 50% column positions are corrupted
at the same time. The noise density is kept fixed on 50% on all the considerations of noise
mixing. In the table, the first column shows the PSNR for the Lena and Cameraman images
when only 50% rows are noisy. Similarly the second column shows the PSNR values after
only 50% columns are corrupted. Third row gives the results after the 25% row positions and
25% column positions are mixed with anisotropic noises. Similar effect has also been done
in the last column. From the results obtained it can be concluded that the filters perform
excellent on the anisotropic noises on both the images regardless of noise mixing positions.

In table 9.53, the restoration results in terms of UIQI are shown. Both the noise models
are considered to validate the results of the proposed filters on Lena and Cameraman images.
The noise density is considered 50%. From the table it is obvious that the proposed filters
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Figure 9.55: Graph for FSMF in PSNR for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

obtain excellent restoration results in terms of UIQI on both the noise models.
In figures 9.60, 9.61, 9.62 and 9.63 the regression analysis graphs are shown. Randomly

a 3 × 3 window is selected as sub-image of Lena which is corrupted with salt and pepper
noise and random valued noise with 30% noise density. All nine pixels of the 3 × 3 window
are restored by the DWMD and DPSO filters. The pixels are plotted in the graph and then
using the regression method one straight line is drawn. From the straight line in figures
9.60 and 9.61, the inference is that the line belongs to the restored pixels (Y-axis) more
rather than to the original pixels (X-axis). But in figures 9.62 and 9.63, the regression line
belongs to the original pixels (X-axis) more compared to the restored pixels (Y-axis). From
the results it can be concluded that both of the proposed algorithms perform well but the
DPSO preserves more originality in the restored Lena images.

In figures 9.64, 9.65 and 9.66, the color image components in terms of luminance/luma
(Y) , and two chrominance/chroma (Cb and Cr) are shown. Color Lena image is corrupted
with 50% salt-and-pepper noise and random valued noise in those figures. The results using
the filters DWMD, FSMF and DPSO are shown. The color components of the noisy Lena
image corrupted with SPN are shown in figure 9.64 d-f. The color components of the noisy
Lena image corrupted with RVN are shown in figures 9.65 d-f. The original image color
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Table 9.47: IEF values for Lena, Cameraman, Liftingbody, Boat and Barbara images in
FSMF filter for varying SPNs and RVNs

Image Noise Density/IEF
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 465.29 421.90 396.56 339.00 323.09 302.78 276.65 267.27 256.27 213.18

Cameraman 333.52 317.43 269.60 242.12 230.77 221.27 218.57 170.23 164.20 150.45

Barbara 407.25 319.50 303.23 287.00 261.59 256.27 212.73 191.82 177.16 161.50

Liftingbody 529.50 502.56 479.50 460.52 447.81 433.34 387.22 363.55 329.40 310.50

Boat 329.54 323.47 302.43 270.23 247.81 233.17 210.85 200.50 189.90 167.40

Average 413.02 376.97 350.26 319.77 302.21 289.36 261.20 238.67 223.38 200.60

(2) RVN
Lena 431.17 391.50 340.90 321.80 307.75 288.71 258.91 240.35 215.55 171.80

Cameraman 301.22 278.17 251.72 222.69 201.18 172.83 167.23 156.50 137.50 120.74

Barbara 374.50 341.24 267.50 256.25 234.25 228.17 207.80 187.40 162.65 160.29

Liftingbody 534.54 509.50 479.44 449.78 431.25 417.76 379.27 350.80 336.76 303.75

Boat 317.70 281.50 251.67 220.90 202.78 189.82 176.87 163.56 134.63 112.00

Average 391.82 360.38 318.24 294.28 275.44 259.45 238.01 219.72 197.41 173.71

Table 9.48: SSIM values for Lena, Cameraman, Liftingbody, Boat and Barbara images in
FSMF filter for varying SPNs and RVNs

Image Noise Density/SSIM
10 20 30 40 50 60 70 80 90 100

(1) SPN
Lena 0.9991 0.9984 0.9978 0.9964 0.9932 0.9907 0.9900 0.9867 0.9835 0.9807
Cameraman 0.9512 0.9500 0.9471 0.9432 0.9407 0.9387 0.9368 0.9315 0.9278 0.9231
Barbara 0.9522 0.9502 0.9450 0.9421 0.9407 0.9378 0.9353 0.9316 0.9301 0.9280
Liftingbody 0.9983 0.9944 0.9912 0.9897 0.9883 0.9846 0.9825 0.9804 0.9763 0.9754
Boat 0.9857 0.9832 0.9830 0.9803 0.9780 0.9731 0.9716 0.9688 0.9632 0.9620
Average 0.9773 0.9752 0.9728 0.9703 0.9682 0.9650 0.9632 0.9598 0.9562 0.9538
(2) RVN
Lena 0.9935 0.9930 0.9917 0.9880 0.9854 0.9830 0.9807 0.9788 0.9765 0.9723
Cameraman 0.9392 0.9368 0.9350 0.9313 0.9301 0.9289 0.9222 0.9200 0.9163 0.9150
Barbara 0.9422 0.9404 0.9388 0.9366 0.9332 0.9306 0.9277 0.9254 0.9227 0.9206
Liftingbody 0.9968 0.9950 0.9937 0.9923 0.9901 0.9864 0.9833 0.9800 0.9775 0.9744
Boat 0.9830 0.9817 0.9777 0.9751 0.9734 0.9720 0.9701 0.9670 0.9657 0.9650
Average 0.9709 0.9694 0.9674 0.9647 0.9624 0.9602 0.9568 0.9540 0.9517 0.9495
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Figure 9.56: Graph for FSMF in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% SPNs

components are shown in figure 9.64 a-c. By focusing on the color spaces in figures 9.64 and
9.65, it can be concluded that the DPSO filter can restore the noisy image well and obtains
an excellent qualitative restoration results. The noisy pixels are almost eliminated from the
image compared to the noisy image. The restored image color components are shown in
figure 9.64 g-i for SPN, and in figure 9.65 g-i for RVN.

Similarly in figure 9.66, the color components are shown with the same experimental setup
when the noisy images are restored by DWMD and FSMF filters. In case of DWMD filter,
the restored images have some noisy pixels however the FSMF performs excellent in terms
of noise elimination. From all these visual results, it is seen that the proposed algorithms
can perform well in terms of noise separation by means of Y, Cb and Cr components.

9.5.2 Comparisons

The proposed algorithm has been compared with some recent existing algorithms in terms of
PSNR (dB), IEF and SSIM. For both the noise models, the proposed algorithm FSMF has
been validated. In table 9.54, the proposed algorithm is compared to SMF, AMF, DWM,
EDBA, IDBA, FBDA and NASRI algorithms. In this table, all results are generated on
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Figure 9.57: Graph for FSMF in IEF for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

the images corrupted by SPN. The Average PSNR values are shown in this table for Lena,
Cameraman, Liftingbody, Boat and Barbara images with different noise density from 10%
to 100%. From this table, it can be seen that for the entire spectrum of noise density,
the proposed algorithm DPSO performs the best in terms of PSNR. The DPSO algorithm
performs much better than the NDE algorithm in terms of quantitative restoration results.
The FSMF performs better than NASRI for the noise densities such as 10%, 30%, 60%,
80%, 90% and 100%. For other noise densities, the FSMF is defeated by the NASRI filter.
But DPSO filter performs the best than any algorithm in the table in terms of PSNR. The
NDE obtained much better PSNR than the FBDA filter but not NASRI. The FSMF filter
has given slightly less PSNR than the DPSO filter. The comparative results of the FSMF
along with the other proposed filters and existing eight algorithms can also be seen in the
Fig. 9.67.

In table 9.55, the results obtained by the proposed algorithms are compared to SMF,
AMF, DWM, EDBA, IDBA, FBDA and NASRI algorithms. In the table, all results are
generated on the images corrupted by RVN. The average PSNR values are shown in this table
for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise density from
10% to 100%. From this table, it can be seen that for the entire noise density, the DPSO

Somnath Mukhopadhyay, University of Kalyani, India



9.5. Fuzzy Switching Median Filter 222

Figure 9.58: Graph for FSMF in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% on SPNs

algorithm performs the best in terms of PSNR. The DPSO and FSMF filters obtained better
PSNRs than any existing filters in the table. The NDE filter obtained better PSNRs than
NASRI for the noise densities, 10%, 20%, 30%, 70%, 90% and 100%. The comparative
results of the FSMF and existing eight algorithms can also be seen in the Fig. 9.68. The
FBDA filter performs better than ANDWP filter. From the figure, it is clear that the DPSO
algorithm has obtained much better restoration results than the existing algorithms for the
entire noise density. The algorithm also obtained better PSNR than other proposed filters
such as DWMD, ANDWP, VMM, EPR, SIR, GASIR, PSOSIR, NDE and DPSO.

In table 9.56, the restoration results by the proposed algorithms are compared to SMF,
AMF, DWM, EDBA, IDBA, FBDA and NASRI algorithms. In this table, all results are
generated on the images corrupted by SPN. The average IEF values are shown in this table
for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise density
from 10% to 100%. From this table, it is seen that for the entire noise density, the DPSO
algorithm performs the best in terms of IEF. The SMF and AMF perform very poor. The
NASRI obtained better IEF than the NDE for only 10% noise density. For all other cases,
the NDE performs better than NASRI. The FSMF filter performs much better restoration
results in IEF than any existing algorithms. The DPSO performs much better than FSMF

Somnath Mukhopadhyay, University of Kalyani, India



223 Chapter 9. Experimental Results and Comparisons

Figure 9.59: Graph for FSMF in SSIM for Lena, Cameraman, Liftingbody, Boat and Barbara
images for 10% to 100% RVNs

filter. The comparative results of the FSMF and existing eight algorithms can be seen in
the Fig. 9.69.

In table 9.57, the results by the proposed algorithms are compared to SMF, AMF, DWM,
EDBA, IDBA, FBDA and NASRI algorithms. In this table, the other proposed algorithms
which are compared in the previous sections are also given in the table. In this table, all
results are generated on the images corrupted by RVN. The Average IEF values are shown in
this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with different noise
density from 10% to 100%. From this table, it can be shown that for the entire noise density,
the algorithm DPSO performs excellent in terms of IEF compared to any algorithm in the
table. The NDE filter performs better than the NASRI filter for the noise densities 10%,
20%, 30%, 50%, 60%, 70%, 80%, 90% and 100%. The FBDA filter performs better than
ANDWP filter. The comparative results of the FSMF and existing eight algorithms can
also be seen in the Fig. 9.70. From the figure, it can be cleared that the DPSO algorithm
has given much better restoration results in terms of IEF than the existing algorithms for the
entire noise density. The DPSO also defeats the FSMF filter. The algorithm also generated
better IEF than other proposed filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR,
PSOSIR and NDE.
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Table 9.49: Results on Bit Error Rate on 30% and 90% noisy Lena image corrupted with
SPN and RVN by the proposed filters

30% Noisy
90% Noisy

Filter Number Ratio Number Ratio
(1) SPN
DWMD 275774 0.1315 463760 0.2211
SIR 255249 0.1217 457934 0.2183
GASIR 254674 0.1214 372358 0.1776
PSOSIR 241580 0.1152 353478 0.1686
NDE 212613 0.1014 336461 0.1604
FSMF 144014 0.0686 296751 0.1415
DPSO 107582 0.0513 283035 0.1350
(2) RVN
DWMD 285674 0.1362 487609 0.2325
SIR 267080 0.1273 436690 0.2082
GASIR 256164 0.1221 409800 0.1954
PSOSIR 232800 0.1110 368090 0.1755
NDE 194014 0.0925 326065 0.1554
FSMF 158075 0.0753 318595 0.1519
DPSO 132420 0.0631 307854 0.1468

In table 9.58, the restoration results by the proposed algorithms are compared to SMF,
AMF, DWM, EDBA, IDBA, FBDA and NASRI algorithms. In this table all results are
generated on the images corrupted by SPN. The Average SSIM values for all the algorithms
are shown in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images with
different noise density from 10% to 100%. From this table, it is seen that for the entire noise
density, the algorithm DPSO performs the best in terms of SSIM. The FSMF filter performs
better than existing algorithms. The NASRI algorithm performs marginally better then the
NDE filter. The SMF and AMF perform very poor where as DWM, EDBA and IDBA
perform similarly. The BDND and FBDA have given similar SSIM values. The comparative
visual results of the FSMF and existing eight algorithms can be seen in the Fig. 9.71.

In table 9.59, the restoration results by the proposed algorithms are compared to SMF,
AMF, DWM, EDBA, IDBA, FBDA and NASRI algorithms. In this table, the other proposed
algorithms which are compared in the previous sections are also considered in the table. In
this table, all results are generated on the images corrupted by RVN. The Average SSIM
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Table 9.50: Results on Bit Error Rate on 30% and 90% noisy Cameraman image corrupted
with SPN and RVN by the proposed filters

30% Noisy
90% Noisy

Filter Number Ratio Number Ratio
(1) SPN
DWMD 87429 0.1668 112091 0.2138
SIR 78232 0.1492 104673 0.1996
GASIR 73991 0.1411 95787 0.1827
PSOSIR 68388 0.1304 87783 0.1674
NDE 64999 0.1240 83192 0.1587
FSMF 57176 0.1091 77865 0.1485
DPSO 45736 0.0872 62885 0.1199
(2) RVN
DWMD 108705 0.2073 134115 0.2558
SIR 92019 0.1755 100511 0.1917
GASIR 77305 0.1474 99360 0.1895
PSOSIR 76028 0.1450 80245 0.1531
NDE 70486 0.1344 71012 0.1354
FSMF 59704 0.1139 67702 0.1291
DPSO 59521 0.1135 60104 0.1146

values are shown in this table for Lena, Cameraman, Liftingbody, Boat and Barbara images
with different noise density from 10% to 100%. From this table, it can be shown that for
the entire noise density, the DPSO algorithm performs excellent in terms of SSIM. The
FBDA filter performs better than VMM filter. The comparative results of the DPSO and
existing eight algorithms can also be seen in the Fig. 9.72. From the figure, it can be cleared
that the DPSO algorithm obtained much better restoration results in terms of SSIM than
the existing algorithms for the entire noise density. The algorithm also has obtained better
SSIM than other proposed filters such as DWMD, ANDWP, VMM, EPR, SIR, GASIR,
PSOSIR, NDE and FSMF. Proposed filters are also compared with the existing filters
for color image also. Color Lena image is applied to the eight existing filters and to the
three proposed filters in this section. The noise percentage considered is 50% by salt and
pepper noise. Fig. 9.73 represents the restored images to show the qualitative performances
of the filters for the 50% noisy color Lena image. Figures c-j represent the corresponding
restored color images by the filters SMF, AMF, DWM, EDBA, IDBA, BDND, FBDA and
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Table 9.51: Restoration results in terms of PSNR on Quantization noise on Lena and Cam-
eraman images by proposed filters

Filter/Image Lena Cameraman
DWMD 24.10 21.52
ANDWP 24.35 22.06
VMM 25.32 23.00
EPR 25.78 23.76
SIR 26.76 24.31
GASIR 28.11 25.87
PSOSIR 28.31 26.20
NDE 31.76 28.20
FSMF 33.44 29.69
DPSO 34.59 31.76

Table 9.52: Restoration results in PSNR (dB) on 50% anisotropic noise on Lena and Cam-
eraman images by the proposed filters

Filter 50% Rows 50% Cols 25% Rows & 25% Cols 50% Rows & 50% Cols
(1) Lena
DWMD 25.41 26.45 26.80 28.21
SIR 28.50 30.11 30.12 30.55

GASIR 30.10 31.23 31.50 32.60
PSOSIR 30.15 31.75 31.90 33.15
NDE 31.95 32.30 32.51 33.79
FSMF 33.32 32.75 32.80 35.65
DPSO 33.70 33.10 34.26 37.77

(2) Cameraman
DWMD 17.55 19.65 22.80 21.94
SIR 21.20 20.80 25.20 23.70

GASIR 21.39 21.20 25.78 23.90
PSOSIR 21.55 21.40 26.54 24.80
NDE 23.94 22.32 27.55 26.67
FSMF 25.11 24.32 28.15 28.75
DPSO 25.86 25.77 29.00 29.03
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Table 9.53: Restoration results in terms of UIQI on SPN and RVN on Lena and Cameraman
images corrupted by 50% noise density by proposed filters

Filter/Image Lena Cameraman
(1) SPN
DWMD 0.9390 0.7400
SIR 0.9562 0.7935
GASIR 0.9600 0.8290
PSOSIR 0.9740 0.8540
NDE 0.9890 0.9340
FSMF 0.9980 0.9400
DPSO 0.9990 0.9430
(2) RVN
DWMD 0.9200 0.7220
SIR 0.9450 0.8090
GASIR 0.9780 0.8941
PSOSIR 0.9825 0.9080
NDE 0.9870 0.9176
FSMF 0.9910 0.9287
DPSO 0.9913 0.9357

NASRI. Figures k-m show the restored images by the proposed filters NDE, DPSO and
FSMF. It is seen from these two figures that these filters can remove the noises very well
and also preserves the image fine textures, compared to all other output images by the filters.
Color Lena image is applied to the eight existing filters and to the ten proposed filters in
this section. The noise percentage considered is 50% by random valued noise. Fig. 9.74
represents the restored images to show the qualitative performances of the filters for the
50% noisy color Lena image. Figures c-h represent the corresponding restored color images
by the filters SMF, AMF, DWM, EDBA, IDBA, BDND, FBDA and NASRI. Figures i-r show
the restored images by the proposed filters DWMD, ANDWP, VMM, EPR, SIR, GASIR,
PSOSIR, NDE, DPSO and FSMF respectively. It is seen from these figures that proposed
filters can remove the noises very well and also preserves the image fine textures, compared
to all other output images by the filters.

The time required for execution of the proposed algorithms along with some existing
algorithms for restoration of Lena, Cameraman, Liftingbody Boat and Barbara images having
noise density of 50% using salt and pepper noise and random valued noise are shown in
tables 9.60 and 9.61 respectively. These values are given in terms of seconds. In case of
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Figure 9.60: Graph representing the regression line of restored pixels by DWMD filter against
original pixels for 3 × 3 sub-image of Lena image corrupted by SPN with 30% noise density

Figure 9.61: Graph representing the regression line of restored pixels by DWMD filter against
original pixels for 3 × 3 sub-image of Lena image corrupted by RVN with 30% noise density
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Figure 9.62: Graph representing the regression line of restored pixels by DPSO filter against
original pixels for 3 × 3 sub-image of Lena image corrupted by SPN with 30% noise density

noise model 1 or salt and pepper noise (SPN), the required execution time for the standard
median filter is very low for all the images used. The DWM filter performs excellent in terms
of execution time. The EDBA takes more execution time than existing algorithms. Among
the proposed algorithms, the FSMF filter needs less amount of time than the others. The
NDE and DPSO require much larger times than all other algorithms. The proposed FSMF
operator performs significantly better than the existing operators due to small window size
and single time iteration used for the noise detection and filtering operations. The graphical
representation in terms of execution time for the salt and pepper noise is given in Fig.
9.75. For the random valued noise the SMF and DWM filters perform excellent compared
to other existing algorithms. The FBDA also requires less amount of time compared to
other algorithms. Among the proposed algorithms the DWMD, ANDWP, VMM and EPR
requires less amount of times. The PSOSIR defeats the GASIR algorithms, however they
require more time than the SIR filter. The NDE requires maximum time for execution.
The DPSO takes much more time than the others. The FSMF filter requires very less time
compared to DPSO. The graphical representation in terms of execution time for the random
valued noise is given in Fig. 9.76.

In case of Random Valued Noise, The execution time requirement of the proposed algo-
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Figure 9.63: Graph representing the regression line of restored pixels by DPSO filter against
original pixels for 3 × 3 sub-image of Lena image corrupted by RVN with 30% noise density

Table 9.54: Comparison of Average PSNR for proposed filters for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 32.22 30.56 28.51 26.76 24.59 22.76 20.40 18.89 17.57 16.87
AMF 32.87 30.79 28.76 28.45 26.89 24.81 22.47 19.19 17.88 16.90
DWM 33.65 31.35 30.87 29.66 27.63 25.93 24.09 22.11 19.45 17.63
EDBA 34.31 32.87 31.60 30.50 28.00 26.60 25.30 23.69 20.44 18.33
IDBA 35.29 33.70 31.79 31.10 29.50 27.11 25.54 24.25 20.32 19.06
BDND 35.41 33.69 31.50 31.32 30.79 30.00 26.32 25.21 21.25 20.62
FBDA 35.49 34.03 31.63 31.65 31.03 30.41 27.23 25.30 22.78 21.20
NASRI 37.13 35.42 33.10 33.21 32.71 29.64 28.61 26.54 24.35 22.50
NDE 36.68 34.74 33.62 32.10 31.15 29.26 28.16 26.43 25.39 23.69
DPSO 38.52 36.51 35.45 34.00 33.02 31.13 30.11 28.33 27.38 25.59
FSMF 37.17 35.40 33.95 32.66 31.56 29.68 28.44 27.39 26.14 25.11
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9.64: 50% noisy color Lena image corrupted with SPN formed by Y, Cb and Cr
components from left to right. First row shows the components of original image. Similarly
second and third rows show the components of noisy and restored images by DPSO filter
respectively
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9.65: 50% noisy color Lena image corrupted with RVN formed by Y, Cb and Cr
components from left to right. First row shows the components of original image. Similarly
second and third rows show the components of noisy and restored images by DPSO filter
respectively
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Table 9.55: Comparison of Average PSNR for proposed filters for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average PSNR(dB)
10 20 30 40 50 60 70 80 90 100

SMF 30.72 29.59 27.44 24.65 21.57 19.39 18.55 17.13 16.54 16.11
AMF 31.30 30.13 29.30 28.09 26.71 24.59 22.33 19.04 17.76 16.71
DWM 31.51 30.82 30.31 29.54 27.33 25.70 23.41 21.91 19.12 17.04
EDBA 32.09 30.54 30.10 29.12 27.01 24.66 23.81 21.71 19.32 17.23
IDBA 32.24 31.01 30.44 28.20 26.32 24.70 23.03 20.12 18.65 17.49
BDND 32.54 31.12 30.40 29.32 27.67 25.71 23.01 21.00 19.54 18.10
FBDA 33.62 31.90 31.22 30.40 28.76 26.79 24.92 23.55 21.79 19.70
NASRI 34.75 33.22 32.43 31.79 30.13 28.23 26.25 24.67 23.07 21.00
DWMD 32.81 31.46 30.42 28.80 26.71 25.19 23.17 21.78 20.84 19.35
ANDWP 33.62 32.42 31.07 29.41 27.47 25.65 23.58 21.86 21.09 19.77
VMM 33.90 32.66 31.63 29.72 27.91 26.11 24.37 22.46 21.75 20.72
EPR 34.16 32.69 31.88 30.13 28.20 26.38 24.74 22.91 22.24 21.11
SIR 34.73 33.48 32.37 30.53 28.83 26.80 25.05 23.30 22.68 21.78
GASIR 35.39 33.98 32.68 30.98 29.23 27.33 25.93 24.27 23.06 22.25
PSOSIR 35.52 34.12 32.87 31.14 29.36 27.42 26.10 24.46 23.22 22.49
NDE 35.95 34.49 33.24 31.41 29.90 27.81 26.57 24.40 23.53 22.74
DPSO 37.85 36.34 35.12 33.22 31.83 29.69 28.54 26.29 25.31 24.76
FSMF 36.55 35.29 33.79 32.27 30.60 28.60 27.10 25.48 24.15 22.97

rithms such as DWMD and ANDWP are less than all other existing algorithms except the
SMF filter. So the performances of the DWMD and ANDWP are better than all algorithms
except the SMF filter. The proposed VMM and EPR require comparable time with the
existing algorithms such as BDND, FBDA and BDND. The proposed SIR filter require less
time than AMF, EDBA and NASRI algorithms. The PSOSIR takes less time than AMF and
EDBA filters. The GASIR require equivalent time to EDBA algorithm. The FSMF filter
performs second best in the table, which takes marginal larger time than the SMF filter.
Only two proposed algorithms such as NDE and DPSO take two seconds more time than
the existing algorithms. In case of Salt-and-Pepper Noise, FSMF filter takes less time than
any existing algorithm except the SMF and DWM filters. The proposed NDE and DPSO
take marginally larger time than EDBA, IDBA, NASRI and AMF filters.

The execution times of most of the proposed algorithms are better or comparable to the
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Table 9.56: Comparison of Average IEF for proposed filters in for Lena, Cameraman, Lift-
ingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 56.82 48.89 41.76 32.50 27.25 21.00 17.60 14.76 10.00 7.75

AMF 63.81 50.50 46.00 41.56 37.09 31.20 29.22 25.50 23.10 18.00

DWM 144.75 127.25 114.56 86.33 69.70 47.89 40.25 29.17 21.00 18.91

EDBA 197.50 156.50 144.25 127.60 92.64 72.90 67.08 53.75 44.72 40.00

IDBA 223.55 204.32 190.75 165.80 145.90 123.43 93.25 77.94 65.60 54.10

BDND 256.80 249.96 221.09 202.95 178.60 176.25 123.55 111.17 103.04 92.81

FBDA 295.10 263.72 266.50 242.55 237.01 210.50 176.69 143.50 130.56 115.95

NASRI 417.27 366.87 332.25 304.47 283.90 257.28 252.23 221.29 226.76 176.21

NDE 405.32 373.14 346.48 326.16 303.59 290.95 265.92 251.50 237.23 206.44

DPSO 436.24 402.20 379.11 355.01 335.04 319.36 290.79 281.37 262.83 234.42

FSMF 415.30 392.25 364.65 333.70 327.76 317.26 271.66 262.76 240.88 233.50

existing algorithms. Only two among them require larger execution time because they also
obtain excellent restoration results compared to the state of the art methods. Among the
ten proposed algorithms only NDE and DPSO require larger execution time. The NDE is
not only a denoising algorithm but also it estimates the noise density in images and hence
it needs to run for longer time for noise estimation. The DPSO is different length particle
swarm optimization algorithm for image denoising which also perform image clustering in
addition to denoising. The extra amount of time needed to partition the image prior to
denoising.

Somnath Mukhopadhyay, University of Kalyani, India



235 Chapter 9. Experimental Results and Comparisons

Table 9.57: Comparison of Average IEF for the proposed filters in for Lena, Cameraman,
Liftingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average IEF
10 20 30 40 50 60 70 80 90 100

SMF 51.77 34.56 28.98 17.65 14.44 10.91 8.01 7.88 7.12 5.01

AMF 82.87 67.99 67.12 51.81 38.73 35.13 27.39 23.91 19.91 15.19

DWM 131.99 120.82 104.83 81.73 59.71 39.70 21.39 20.11 18.97 18.89

EDBA 169.61 139.01 135.92 115.10 79.18 69.99 62.99 47.22 40.63 32.91

IDBA 201.50 187.88 165.61 139.40 116.33 100.49 81.71 62.81 59.51 51.99

BDND 231.90 220.11 201.91 169.40 142.01 109.11 90.90 86.25 82.10 76.51

FBDA 296.55 312.89 278.25 223.50 187.25 160.50 129.75 105.25 94.50 90.88

NASRI 388.50 353.89 323.65 306.29 267.29 245.25 238.15 228.16 198.30 171.59

DWMD 243.49 229.09 211.68 194.12 173.91 153.04 118.89 107.34 92.37 81.18

ANDWP 292.11 265.94 256.01 233.98 220.43 190.05 160.70 135.30 111.74 101.05

VMM 301.24 274.20 260.68 249.23 235.42 220.16 191.24 159.44 124.52 111.43

EPR 324.84 293.67 273.15 264.04 250.97 229.63 213.03 189.50 156.01 133.09

SIR 346.35 315.79 287.69 276.24 263.20 251.64 230.00 211.90 180.66 151.88

GASIR 372.37 344.05 306.62 287.24 274.48 259.06 240.25 225.00 202.85 171.09

PSOSIR 384.63 350.23 314.24 296.35 285.00 266.10 245.58 230.37 211.38 177.48

NDE 390.93 354.68 325.78 306.28 289.91 276.47 254.19 242.15 217.95 189.48

DPSO 411.60 381.37 348.93 332.41 313.89 300.89 277.62 262.51 240.67 211.60

FSMF 391.82 360.38 318.24 294.28 275.44 259.45 238.01 219.72 197.41 173.71
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 9.66: First and second rows show the components of restored images by DWMD filter
with SPN and RVN respectively. Similarly third and fourth rows show the components of
restored images by FSMF filter
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Figure 9.67: Graph of average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and FSMF filter

Table 9.58: Comparison of Average SSIM for the proposed filters for Lena, Cameraman,
Liftingbody, Boat and Barbara images with SPNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9423 0.9417 0.9384 0.9328 0.9319 0.9265 0.9201 0.9156 0.9127 0.9103
AMF 0.9476 0.9425 0.9369 0.9333 0.9297 0.9265 0.9240 0.9222 0.9204 0.9178
DWM 0.9507 0.9477 0.9451 0.9445 0.9410 0.9378 0.9256 0.9210 0.9176 0.9165
EDBA 0.9565 0.9541 0.9501 0.9467 0.9420 0.9370 0.9342 0.9311 0.9267 0.9229
IDBA 0.9583 0.9567 0.9540 0.9427 0.9420 0.9413 0.9391 0.9358 0.9342 0.9311
BDND 0.9622 0.9607 0.9585 0.9571 0.9535 0.9515 0.9500 0.9457 0.9406 0.9376
FBDA 0.9687 0.9620 0.9607 0.9589 0.9554 0.9527 0.9501 0.9478 0.9430 0.9403
NASRI 0.9731 0.9703 0.9681 0.9654 0.9635 0.9620 0.9602 0.9588 0.9561 0.9513
NDE 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
DPSO 0.9801 0.9783 0.9767 0.9747 0.9736 0.9711 0.9700 0.9675 0.9655 0.9629
FSMF 0.9773 0.9752 0.9728 0.9703 0.9682 0.9650 0.9632 0.9598 0.9562 0.9538
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Figure 9.68: Graph of average PSNR values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and FSMF filter
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Figure 9.69: Graph of average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% SPNs by existing and FSMF filter
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Figure 9.70: Graph of average IEF values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and FSMF filter
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Figure 9.71: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and FSMF filter
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Table 9.59: Comparison of Average SSIM for the proposed filters for Lena, Cameraman,
Liftingbody, Boat and Barbara images with RVNs

Filter Noise Density/Average SSIM
10 20 30 40 50 60 70 80 90 100

SMF 0.9362 0.9333 0.9319 0.9287 0.9259 0.9116 0.9087 0.9076 0.9012 0.8981
AMF 0.9412 0.9377 0.9329 0.9310 0.9254 0.9150 0.9076 0.9064 0.9059 0.9045
DWM 0.9420 0.9412 0.9343 0.9312 0.9240 0.9211 0.9150 0.9219 0.9136 0.9107
EDBA 0.9449 0.9440 0.9361 0.9322 0.9315 0.9243 0.9222 0.9217 0.9156 0.9130
IDBA 0.9510 0.9508 0.9455 0.9431 0.9319 0.9311 0.9276 0.9233 0.9176 0.9167
BDND 0.9512 0.9503 0.9430 0.9411 0.9355 0.9330 0.9310 0.9270 0.9235 0.9214
FBDA 0.9598 0.9565 0.9542 0.9507 0.9429 0.9403 0.9376 0.9333 0.9317 0.9310
NASRI 0.9598 0.9565 0.9542 0.9507 0.9429 0.9403 0.9376 0.9333 0.9317 0.9310
DWMD 0.9489 0.9460 0.9387 0.9348 0.9327 0.9296 0.9257 0.9235 0.9172 0.9150
ANDWP 0.9527 0.9491 0.9444 0.9408 0.9377 0.9324 0.9282 0.9232 0.9179 0.9123
VMM 0.9577 0.9561 0.9517 0.9479 0.9426 0.9377 0.9351 0.9338 0.9280 0.9265
EPR 0.9626 0.9623 0.9579 0.9537 0.9501 0.9456 0.9418 0.9402 0.9343 0.9314
SIR 0.9646 0.9645 0.9603 0.9562 0.9539 0.9498 0.9440 0.9424 0.9375 0.9337
GASIR 0.9703 0.9687 0.9667 0.9632 0.9603 0.9560 0.9523 0.9477 0.9398 0.9363
PSOSIR 0.9709 0.9696 0.9685 0.9667 0.9642 0.9603 0.9574 0.9504 0.9443 0.9405
NDE 0.9721 0.9718 0.9706 0.9686 0.9669 0.9642 0.9613 0.9581 0.9558 0.9542
DPSO 0.9740 0.9730 0.9724 0.9712 0.9700 0.9689 0.9679 0.9665 0.9658 0.9644
FSMF 0.9709 0.9694 0.9674 0.9647 0.9624 0.9602 0.9568 0.9540 0.9517 0.9495
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Figure 9.72: Graph of average SSIM values for Lena, Cameraman, Liftingbody, Boat and
Barbara images for 10% to 100% RVNs by existing and FSMF filter
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m)

Figure 9.73: a and b represent the original and 50% noisy color Lena images respectively
with SPN. Figures c-j represent the corresponding restored color images by the filters SMF,
AMF, DWM, EDBA, IDBA, BDND, FBDA and NASRI. Figures k-m show the restored
images by the proposed filters NDE, DPSO and FSMF
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

(p) (q) (r)

Figure 9.74: a-h represent restored images from 50% noisy color Lena image corrupted
with RVN, by the filters SMF, AMF, DWM, EDBA, IDBA, BDND, FBDA and NASRI
respectively. Figures i-r show the restored images by the proposed filters DWMD, ANDWP,
VMM, EPR, SIR, GASIR, PSOSIR, NDE, DPSO and FSMF respectively
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Table 9.60: Comparison of Execution Time in Seconds for Lena, Cameraman, Liftingbody,
Boat and Barbara images with SPN

Filter Lena Cameraman Liftingbody Barbara Boat
SMF (3 × 3) 6.23 5.67 6.97 7.13 7.22

AMF 9.97 9.31 10.32 10.67 9.72

DWM 7.56 7.43 8.76 8.41 8.98

EDBA 10.45 9.34 10.35 9.06 10.32

IDBA 9.86 9.21 10.65 9.88 10.00

BDND 9.42 9.09 10.69 9.32 9.45

FBDA 8.54 8.43 10.33 9.87 9.69

NASRI 9.77 10.32 10.85 9.97 10.50

NDE 11.87 12.30 11.79 11.81 10.80

DPSO 12.78 12.70 12.20 12.40 12.56

FSMF 8.10 8.20 8.20 8.41 8.23
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Figure 9.75: Comparisons of execution time (secs) for Lena, Cameraman, Liftingbody, Boat
and Barbara images having 50% SPN
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Table 9.61: Comparison of Execution Time in Seconds for Lena, Cameraman, Liftingbody,
Boat and Barbara images with RVN

Filter Lena Cameraman Liftingbody Barbara Boat
SMF (3 × 3) 7.01 5.52 7.43 7.82 7.91

AMF 10.23 9.72 10.44 10.54 10.00

DWM 8.48 8.42 9.38 8.48 8.87

EDBA 11.12 7.13 9.63 9.71 9.76

IDBA 9.39 8.06 9.86 10.32 9.87

BDND 9.12 7.31 9.37 9.73 10.10

FBDA 8.36 7.27 8.71 8.43 8.87

NASRI 9.90 10.56 10.50 10.20 10.78

DWMD 8.10 7.68 8.41 8.20 8.00

ANDWP 7.67 7.21 7.05 7.67 7.35

VMM 8.82 7.41 7.80 8.01 7.39

EPR 8.65 7.90 8.50 8.90 8.67

SIR 9.83 10.33 10.29 9.87 10.23

GASIR 11.32 9.39 11.26 10.32 10.21

PSOSIR 10.21 9.30 10.52 9.65 9.65

NDE 13.56 13.72 12.78 11.80 11.60

DPSO 13.12 12.51 12.19 11.40 11.22

FSMF 8.21 7.00 8.16 8.10 8.54
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Figure 9.76: Comparisons of execution time (secs) for Lena, Cameraman, Liftingbody, Boat
and Barbara images having 50% RVN
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9.6 Denoising in Frequency Domain

Proposed frequency domain based filtering technique (section 8.1) is validated through ex-
perimental results and analysis. The frequency domain based technique has been proposed
to denoise the mixed Gaussian and Poisson noises from the medical images. Some state of
the art filters like VisuShrink [Donoho 1994], SureShrink [Donoho 1995b] and BayesShrink
[H.Chipman 1997, S.Chang 2000] are implemented and compared with the proposed GA
based BayesShrink method. One ultrasound image is being used for the comparison purpose
with other methods. Various graphical representations of the results are given to substan-
tiate the performance of the proposed technique. The ultrasound image is corrupted with
low (σ=30), medium (σ=60) and high noise density (σ=90) using the mixed Gaussian and
Poisson noises. The performance of the proposed operator is measured quantitatively using
peak signal-to-noise ratio (PSNR). Some restoration results using the proposed method are
given in section 9.6.1 and the comparisons with the existing operators are given in section
9.6.2. A brief discussion on experimental results and comparisons is given in section 9.7.

9.6.1 Results

The technique given in chapter 8 is a denoising method of medical images corrupted by
Gaussian and Poisson noises have been thresholded and optimized using Genetic Algorithm
(GA). Firstly the noisy image is partitioned into fixed sized blocks and then transformed
into wavelet domain. Some important parameters of the two dimensional discrete wavelet
transformation such as the decomposition level and the threshold value have been searched
and optimized in a wide range in the proposed technique. The Bayesian shrinkage method
has been selected for thresholding because of its sub band dependence property. Some
restoration results using the proposed method are given in this section. Fig. 9.77 has given
the visual restoration results by applying the proposed algorithm on the Ultrasound image
corrupted with low, medium and high densities of Gaussian and Poisson noises. Considering
the three variations of noises the restored images still preserve the image fine details and
textures very well.

9.6.2 Comparisons

Results obtained using the proposed GA based BayesShrink has been compared with three
main existing filters in the wavelet domain. In table 9.62, some comparative restoration
results have been given in terms of PSNR (dB) under the specified noise conditions. The
table shows that the proposed filter performs significantly better than the existing filters.
The corresponding graph for the table is given in Fig. 9.78.
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The ultrasound image is corrupted with Gaussian noise with σ=50 and Poisson noises
or Shot noise and then applied to the proposed algorithm. Figure 9.79 shows the visual
restoration results by the VisuShrink, SureShrink, BayesShrink and the proposed operator.
It is observed from the restored images that the proposed operator performs better than the
existing operators.

Table 9.62: Comparisons of qualitative results in PSNR (dB) for Ultrasound image corrupted
by Gaussian noise and Poisson noise or Shot noise

Filter σ = 30 σ = 60 σ = 90

VisuShrink 27.31 23.54 21.69
SureShrink 28.00 24.78 23.11
BayesShrink 29.50 27.65 25.30
GA-BayesShrink 31.40 28.79 28.16

9.7 Discussions

The proposed techniques such as Directional Weighted Minimum Deviation (DWMD), All
Neighbor Directional Weighted Pixels (ANDWP), Variable Mask Median (VMM), edge Pre-
serving Restoration (EPR), Sub-Image Restoration (SIR), GA based Sub-Image Restoration
(GASIR), PSO based Sub-Image Restoration (PSOSIR), Noise Estimation for Denoising
(NDE), Different length PSO (DPSO) and Fuzzy Switching Median Filter (FSMF) are vali-
dated quantitatively and qualitatively in the spatial domain through exhaustive experimental
results and comparisons. Salt and Pepper Noise (SPN) and Random Valued Noise (RVN)
models are used to corrupt the images with noise density varies from minimum (10%) to
maximum (100%). Standard images like Lena, Cameraman, Liftingbody, Boat and Barbara
are used to test the performances of the proposed algorithms. The performance of the
restoration process is quantified through peak signal to noise ratio (PSNR (dB)), structure
similarity index measure (SSIM) and image enhancement factor (IEF). The proposed ten
algorithms are compared with the state of the art operators such as SMF [Brownrigg 1984],
AMF [Hwang 1995], BDND [Ng 2006], EDBA [Srinivasan 2007], IDBA [Nair 2008], FBDA
[Nair 2012] and NASRI [Nasri 2013]. The execution time of all the algorithms considered for
comparisons are studied and presented in the result section. Color Lena image of resolution
512 × 512 is also used to test the proposed algorithms.

The first proposed algorithm (DWMD) to the best algorithm (DPSO) of the thesis con-
stitutes a consistent improvement in terms of the performance metrics. Among the existing
algorithms, the FBDA and NASRI perform excellent, compared to the proposed algorithms.
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Although the FSMF and DPSO perform the best compared to all existing algorithms. The
execution time required for DPSO and NDE, are little high than the other algorithms, al-
though they obtained best restoration results for all noise densities considered. The FSMF
has obtained good PSNR values as well as it has affordable computation overhead. The first
five proposed algorithms require three user parameters during the program run, and those
parameters are searched in the GASIR and PSOSIR algorithms. Noise density estimation
for denoising is performed for making an adaptive median filter. The FSMF operator has
obtained excellent restoration results and less computational overhead. Although the DPSO
algorithm outperforms all other algorithms and it has computational overhead larger the
FSMF.

This section also validates the denoising algorithm for the medical images which are cor-
rupted with Gaussian and Poisson noise or or Shot noise. Traditional BasyesShrink operator
is modified and optimized in the proposed technique. In a specified range the Bayesian
threshold is varied and the corresponding decomposition level of wavelet is searched using
the Genetic algorithm. Genetic algorithm has been used very effectively to search the pair
of wavelet parameters such as the optimal threshold and the value of decomposition level,
since these two are the most important parameters of the wavelet denoising technique.

Considering the restoration results obtained from all algorithms considered for compar-
isons, the DPSO algorithm outperforms all other algorithms. The FSMF operator has ob-
tained good PSNR, SSIM, UIQI and IEF values and it has very less computational overhead.
Considering the color image outputs for both the noise models, the DPSO, NDE and FSMF
outperform all the algorithms in terms of qualitative restoration results. The main objective
of any image denoising algorithm depends on the performance of noise suppression capabil-
ity and image fine detail preserving quality. Both the objectives are well established by the
proposed algorithms as per the performance parameters such as PSNR, SSIM, UIQI and IEF
values. Suppressing noises, optimizations of the algorithms and noise density estimation are
done in the thesis quite efficiently.

Along with the proposed algorithm some other algorithms like VisuShrink, SureShrink,
BayesShrink and the proposed GA based thresholding techniques have also been imple-
mented. Results obtained demonstrate that the proposed method efficiently suppresses the
Gaussian and Poisson noises with low, medium and high densities. Experimental results
show that the proposed thresholding method based on the wavelet transform produces bet-
ter restoration results in terms of PSNR (dB) and visual effects.
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Figure 9.77: First row shows the original ultrasound image. Second row shows noisy ultra-
sound image(σ=30) and restored image from left to right, third row shows the noisy ultra-
sound image(σ=60) and restored image and fourth row show noisy ultrasound image(σ=90)
and restored image respectively.
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Figure 9.78: Graph representing comparison in PSNR for Ultrasound image corrupted by
Gaussian noise and Poisson noise or Shot noise

(a) (b) (c) (d)

Figure 9.79: a, b, c and d are restored images by VisuShrink, SureShrink, BayesShrink and
the proposed shrinking method respectively while the noisy image has σ=50.
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The objective of the thesis was to design efficient techniques of digital and medical image
denoising. The digital images are generally corrupted by salt-and-pepper noise (SPN) and
random valued noises (RVN). Those two noise models were considered to train the standard
digital images. The digital images have been filtered in spatial domain. In case of removal
of Gaussian noise and Poisson noise, frequency domain filtering has been done.

Most of the recent methods proposed in the literature are suffering from several issues.
The first one is selection of proper window size depending upon the noise density in the im-
age during the noise detection and filtering operations. Second one is the poor performances
of the existing methods for the images which are highly corrupted. Third one is the poor
performances of the existing methods for the images which are corrupted by random valued
noises. The existing methods also suffer from high computational cost of the algorithms
when they provide good restoration results. There exist no such method which can deal
with the SPN and RVN with good restoration results when the noise density varies from
minimum (10%) to maximum (100%). Medical images are often corrupted due to the mal-
functioning from of machineries in the clinical laboratories. For the medical images, most of
the existing methods are based on Discrete Wavelet Transformation (DWT). In the wavelet
domain, there should be a method which can deal with mixed Gaussian and Poisson noises
in the same program run.

In this thesis, the first and foremost achievement is designing an efficient algorithm for
suppressing the high density random valued noises in the digital images. A set of algorithms
have been proposed in the thesis to deal with high density random valued noises in the
digital images. The techniques outperform the existing methods in terms of noise suppres-
sion ability and computational overhead. Salient features of the techniques are that they
can suppress salt and pepper noise in addition to random valued noise with variable noise
densities in the digital images. Some algorithms are based on standard deviation operations
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where as some are based on median operations of the neighboring pixels of the test pixel.

Optimizations of the filter is another achievement of the algorithm proposed to obtain the
optimal restoration results. To make the noise suppressing algorithms automated, Genetic
algorithm (GA) and Particle Swarm Optimization (PSO) based techniques are proposed to
search the user parameters in a wide range to obtain the optimal restoration results.

A constant size window for all types of noise densities also degrades the restoration results
in the denoising algorithms. From survey of algorithms for denoising it has been observed
that most of the algorithms use hypothetical window to detect and restore the noisy pixel.
The filtering window size must be compatible with the noise density of the image otherwise
selection of pixels from the neighborhood would not be perfect and hence results will suffer.
It may happen that a less noisy pixel is replaced by a noisier pixel by the restoration opera-
tion. The problem has been solved by an estimation of the noise density on the image and
then depending upon the noise density, an empirical filtering window size is suggested.

Clustering algorithms on the image pixels have also been proposed for noise detection
and filtering operations of the digital images. Fixed length PSO and Different length PSO
based clustering algorithms have been proposed to classify the digital image by unsupervised
way. Both the algorithms are able of suppressing salt-and pepper noise as well as random-
valued-noise with good restoration results. General property of a noise-free image has been
used to detect the noisy pixels which leads to a conclusion that the proposed technique may
be treated as generalized noise removal approach for the digital images. The technique is
also capable to deal with high density of impulses in the digital images. Three evaluation
criteria are used to form the fitness function in the PSO-based clustering. The fitness func-
tion, and the distance function in PSO based clustering algorithm have been proposed in
the thesis where the spatial distance as well as positional distance are computed to measure
the similarity or dissimilarity of any pair of pixels during grouping of pixels. The DPSO
algorithm performs the best in the thesis than any algorithm considered and proposed. Two
objectives are achieved by this algorithm, novel image clustering algorithm and a novel de-
noising algorithm for SPN and RVN.

Fuzzy switching median filter has also been proposed for suppression of noise in the dig-
ital images. For noise detection purpose, instead of a single threshold, two threshold values
are used in the proposed fuzzy membership (MF) function to measure the noise level and
accordingly a filtering method has been applied to restore the corrupted pixel.

Although the spatial filters perform well on digital images but they have some constraints
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regarding resolution degradation. These filters operate by smoothing over a fixed window
and it produces artifacts around the object and sometimes causes over smoothing thus causes
blurring of image. Wavelet transform is best suited for performance because of its properties
like sparsity, multiresolution and multiscale nature. All frequency filters can also be imple-
mented in the spatial domain and, if there exist a simple kernel for the desired filter effect, it
is computationally less expensive to perform the filtering in the spatial domain. Frequency
filtering is more appropriate if no straightforward kernel is found in the spatial domain, and
may also be more efficient.

The technique for suppression of noises in the medical images corrupted by mixed Gaus-
sian and Poisson noises is also proposed. The wavelet based algorithm for denoising medical
images through thresholding and optimization using a recent stochastic and randomized
search algorithm i.e., Genetic Algorithm (GA), has been proposed. A sub band adaptive
thresholding algorithm has been proposed in the thesis to efficiently deal with the mixed
Gaussian and Poisson noises.

To validate the proposed algorithms, extensive analyses of the results are done. A num-
ber of bench mark images have been corrupted to obtain the noisy images and then proposed
algorithms are applied on these images for the purpose of testing of the algorithms. The
result set is also made uniform that is, an homogeneous set of results have been made for
each algorithm to compare them easily understandable. The proposed techniques are also
applied into the color images to validate the proposed techniques of the thesis work. The
performances of the proposed filters in the thesis work have been evaluated quantitatively
and qualitatively through simulation results and analysis. The results obtained are compared
with the existing filters against the noise models. Various graphical representations of the re-
sults using different attributes are also given to substantiate the performance of the proposed
technique. Bench mark images are trained using low (10%) to extremely high noise density
(100%) using all noise models. Various performance metrics are used to find the algorithmic
performances of the proposed algorithms in the thesis work. Different statistical measures
are used in the thesis work to validate the proposed algorithms by comparing it with most of
the state of the art methods in the literature. Some measures of image quality such as Peak
Signal to Noise Ratio (PSNR (dB)), Image Enhancement Factor (IEF), Structure Similarity
Index Measure (SSIM)., etc are used.

Digital image processing has very wide applications and almost all of the technical fields
are impacted by that. Now a days there is no area of technical field where digital image pro-
cessing is not used. One of the ways to develop the extension of image processing applications
is according to their sources. The source for images in use today are the electromagnetic
energy spectrum, acoustic, ultrasound and electronic. The types of images includes satellite
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image, underwater image, robot vision image, medical images like medical resonance image
(MRI), ultrasound image, Computed Tomography (CT) image etc,. Some of the major fields
in which digital image processing is widely used are: image sharpening and restoration, med-
ical field, remote sensing, geographical information system, geographical positioning system,
transmission and encoding, machine or robot vision, color processing, pattern recognition,
video processing, microscopic imaging and others. In all of these areas the captured images
suffer from integration of noises. The noises need to be processed for better results in the
subsequent stages of the image processing.

Image denoising is the primary preprocessing to all most all image analysts because
the subsequent tasks such as object detection, shape digitization, edge detection, detecting
invisible boundaries in the image are truly deviated by noises in the images. It is important
because the human vision system is limited. Image denoising must be done to get clearer
vision of the image. Image denoising may be used to make explicit information that is only
implicit in the data. To discover new knowledge from the images, that should be filtered
first.

Some of the utility of the proposed techniques are: to use information of the noise density
in the noisy images, another is to use the image clustering information. The two techniques
proposed in the thesis work can be applied to other tasks also. The estimation of noises in
the images is properly done in the thesis. One can use that algorithm for other type of areas
also. The novel image clustering algorithm proposed in the thesis work can be applied for
image segmentations. The optimization algorithms developed in his thesis work can also be
applied for other type of optimization problems.

10.1 Limitations and Future Scope

Noise suppression, optimization and noise density estimation on the digital images have been
covered during the course of research. There is a scope of research to devise noise suppres-
sion algorithms in the medical images. Salt-and-Pepper noise and Random-Valued-noise in
the digital images and Gaussian and Poisson noises in the medical images are suppressed
successfully. The other type of noise such as Speckle noise can be suppressed in the images.
The other type of images such as Satellite images, X-ray images, computed tomography
(CT) images, magnetic resonance imaging (MRI) images, nuclear medicine imaging, brain
images and SAR images can be denoised. The Electrocardiogram (ECG) signal or heart
sound and Electroencephalography (EEG) signal can also be investigated for denoising for
better clinical diagnosis by the doctors. The frequency domain can be more utilized in the
medical image denoising process. Another perspective is that new statistical measures can
be developed to test the algorithmic performances and quality of the restored images.
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All these results and promising perspectives of research works confirm that statistical
tools based denoising, noise estimation for denoising, denoising with optimization, image
clustering for denoising, fuzzy switching median filtering and wavelet domain based denoising
are suitable paradigms for noise estimation, suppression and optimization of impulses in
digital and medical imagery that may be used for real applications integrating imaging
knowledge for improving the image denoising process.
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