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#### Abstract

It is widely recognized that data security is playing a crucial role in the design of future IT systems. Cryptography is one of the methods to achieve this goal; basic cryptography is implemented in most aspects of the computer world, from emails to personal file. The outmost use of computer and communication systems by industry has increased the risk of theft of proprietary information. Thus cryptography is not only important for person in particular but it is also very much important for industry in general. Many of these IT applications in today's world are realized as embedded systems such as wireless phones, mobile phones, direct to home (DTH) pay-television, mobile internet connectivity to PC and Laptops, audio/video consumer products, digital cinemas, Automatic Teller Machines (ATMs), information kiosk and so on. All modern security protocols use symmetric key as well as public key cryptography algorithms. It is now established that symmetric key cryptography is as important in providing security to these embedded systems than that of public key cryptography. The symmetric key algorithms are very important in providing security for a large quantity of data with faster processing time. In this thesis eight symmetric key techniques have been proposed all are bit level implemented techniques. This thesis work is mainly focused in developing symmetric key cryptography having high degree of acceptance in terms of encryption and decryption time, degree of non-homogeneity, the avalanche effect and frequency distribution.

Now the question is where to implement or what is/are the target devise. As the work is for embedded systems, the implementation is targeted on two most widely used devises, Microprocessor and Field Programmable Gate Array (FPGA). It is well known that till today most of the embedded systems are realized through microprocessors and the FPGA is the future of embedded systems. The implementation in hardware device is mainly focused on high throughput, low power consumptions and low computational complexity. Implementation of security protocols in FPGA leads to the achievement of high efficiency as well as cost effectiveness.

Therefore to achieve the above goal, this thesis is mainly divided into two parts, the first parts proposes two novel symmetric key techniques for microprocessor-based systems. The second part of the thesis proposes another novel set of six symmetric key techniques for FPGA-based systems. In this thesis new models are also being proposed.

The two microprocessor based techniques are Modified Recursive Modulo- $2^{\mathrm{n}}$ and Key Rotation Technique (MRMKRT) and Recursive Transposition Technique (RTT). In


MRMKRT the plaintext is considered a block of bits then each block are modulo added replacing the second block after that the whole plaintext block is left circularly rotated. In RTT the whole plaintext is divided into blocks and matrix is formed for each block. Then bit wise XOR operation is performed between two adjacent matrixes, the result replacing the second matrix. After that these matrixes are transformed into blocks and combining all the blocks the resultant ciphertext is formed.

The six FPGA-based techniques have also been proposed and these are Two Pass Replacement Technique (TPRT), Triangular Modulo Arithmetic Technique (TMAT), Recursively Oriented Block Addition and Substitution Technique (ROBAST), Shuffle Rotational Arithmetic Technique (SRAT), Triple Sagacious Vanquish (TSV) and Modified Forward Backward Overlapped Modulo Arithmetic Technique (MFBOMAT).

In TPRT n-bit plaintext is divided into k-number of blocks and each block consists of $\mathrm{n} / \mathrm{k}$ - bits. Each adjacent block are then XORED replacing the second block, and then again two adjacent blocks are XORED and now replacing the first block. After that combining the blocks n-bit ciphertext is generated. In TMAT n-bit plaintext is divided into blocks, the odd numbers of blocks are encrypted with triangular encryption techniques and even numbers of blocks are encrypted with modulo arithmetic technique. In second phase odd numbers of blocks are encrypted with modulo arithmetic technique and even number of blocks are encrypted with triangular encryption technique. Finally combining all the blocks the n-bit ciphertext is generated. In ROBAST n-bit plaintext is divided into blocks, first block is modulo added with second block, the result replacing the second block and so on. Finally permutation of bits is performed for all the blocks, thus combining the blocks the n -bit ciphertext is generated. In SRAT, during encryption, a butterfly shuffle is applied to the whole source stream, then the source stream is broken down into blocks of fixed size, then the consecutive blocks are modulo added, the result replaces the second block keeping the first block intact, in the next phase the whole block is left circular rotated. Now the blocks are concatenated and again another round of butterfly shuffle is applied. TSV consist of several rounds, first inverse function is applied then 2-bit level, 4 -bit level, 8 -bit level, 16 -bit level, 32-bit level, 64-bit level and 128-bit levels are applied on n-bit plaintext. Finally again inverse function is applied. In MFBOMAT, The original message is considered as a stream of bits, which is then divided into a number of blocks, each containing $n$ bits, where $n$ is any one of $2,4,8,16,32,64,128,256$. The first and last blocks are then added where the modulus of addition is $2^{\mathrm{n}}$. The result replaces the last block (say Nth block), first block remaining unchanged (Forward mode). In the next attempt the second and the Nth block (the changed
block) are added and the result replaces the second block (Backward mode).Again the second (the changed block) and the ( $\mathrm{N}-1$ )th block are added and the result replaces the ( $\mathrm{N}-1$ )th block (Forward mode). Finally combining the blocks the n-bit ciphertext is generated.

Chapter 1
Introduction

### 1.1 Introduction

In the age of global connectivity and the presence of hacker's and electronic eavesdropping $[121,122]$ grows the need of security $[69,121,122,130]$ and there is an endless scope of research in this field. There are two main reasons for the essentiality of security of digital systems.

- First, explosive growth in the need of information through computers and networks.
- Second, the disciplines of cryptography [121, 122, 130] should be adaptive to enforce network security [38, 121, 122, 130].

Cryptography involves the study of mathematical techniques that allow the practitioner to achieve/provide the following objectives or services [121, 122]:

- Confidentiality: Service that keeps the data involved in an electronic transaction private. Meaning that the transmitted information is accessible only by authorized parties. This service includes both protections of all user data transmitted between two points over a period of time as well as protection of traffic flow from analysis.
- Data Integrity: Service that requires that computer system assets and transmitted information be capable of modification only by authorized users. Modification includes writing, changing, changing the status, deleting, creating, and the delaying or replaying of transmitted messages. It is important to point out that integrity relates to active attacks and therefore, it is concerned with detection rather than prevention. Moreover, integrity can be provided with or without recovery, the first option being the more attractive alternative.
- Authentication: Service that is concerned with assuring that the origin of a message is correctly identified. That is, information delivered over a channel should be authenticated as to the
origin, date of origin, data content, time sent, etc. For these reasons this service is subdivided into two major classes: entity authentication and data origin authentication. Notice that the second class of authentication implicitly provides data integrity.
- Non-Repudiation: This simply tells that the actions performed by the service user in an electronic transaction are non revocable so that they are legally binding. Therefore, neither the sender nor the receiver of a message should be able to deny the transaction.

There are two major classes of algorithms in cryptography: Private-key or Symmetrickey algorithms $[10,13,22,32,39,41,42,117,121,122,130]$ and Public-key or Asymmetric-key algorithms [14, 60, 64, 67, 82, 121, 122, 130]. Symmetric-key cryptography can be divided into block ciphers $[16,17,24,25,44,45,47,89,94,121,122,130]$ and stream ciphers $[7,52,54,55,56,57,58,59,121,122,130,133,134]$. Figure 1.1 depicts the taxonomy of cryptography.


Figure 1.1: Taxonomy of cryptography

The current research work has been carried out using symmetric key cryptography implemented in 8085 microprocessor [17, 95, 101, 102, 104, 109, 111, 112, 113, 123, 124, 130] and FPGA-based system $[1,18,19,21,29,30,63,76,77,78,79,80,81,85,86,87,88$, $106,107,108,125,126]$ and has been simulated in Xilinx [127, 128] software for making of crypto-processor $[1,41,61,70,96,104]$ and or crypto-hardware [41, 88, 116, 117, 118].

Private-key or Symmetric-key algorithms are based on techniques where the encryption and decryption key $[15,27,33,35,37,46,55,71,75,121,122,130]$ is the identical, or the decryption key can easily be calculated from the encryption key and vice versa. The main function of these algorithms, which are also called secret-key algorithms, is encryption of data, often at high speeds. Private-key algorithms require the sender and the receiver to agree on the key prior to the communication. The security of private-key algorithms rests in the key; guessing the key means that anyone can perform encryption [8, 9, $15,20,27,35,36,37,62,74,77,90,121,122,130]$ and decryption $[8,9,15,20,27,35,36$, $37,62,74,77,90,121,122,130]$ of messages [121, 122, 130]. Therefore, as long as the communication needs to remain secret, the key must remain secret. There are two types of symmetric-key algorithms, which are commonly distinguished: Block Ciphers and Stream Ciphers. The advantage of symmetric-key cryptography is it can encrypt bulk data very efficiently compared to asymmetric-key cryptography. Specialized algorithms for use in contexts were usual algorithms do not provide adequate performance, especially low-power embedded devices/systems [40, 63, 77, 119, 126] is another advantage of symmetric algorithms/techniques. The terminology of symmetric cryptography algorithms mainly includes the followings:

- Plaintext:
- Cipher Text:
- Encryption and Decryption: Encryption is the process of converting plain text into cipher text. Decryption is the reverse process, converting from cipher text back to the original plain text.
- Cipher:
- Key:

Plaintext [121, 122, 130] is the ordinary information that the sender wishes to transmit to the receiver(s) at destination.

The encrypted text is called Ciphertext [121, 122, 130].

A cipher is a pair of algorithms, which ensure the encryption and the reversing decryption. The detailed operation of a cipher is controlled both by the algorithm and by a specific key.

The key is a secret parameter for encrypting or decrypting a specific message-exchange context.

- Biock Ciphers.
* Rounds heration
- Stream Ciphers:

Keys are mportant, as ciphers without keys ure stivially hreakable and therefore less. than usefol for mast parposes
The block cupher is: a rype of symmetrio-key encrypion algonithm that transforms a lixecttength hlock of plain text data finto a block of cipher text data of the same length This stansformation takes place suther the netion of il user-provited secrel key Becryption is pertormed by upplying the teverse transformauion to the cupher text biock using the same sectet key. The fixed /ength is cafled the block size and. for many block ciphers, the block size is 64 bise let the coming years, tho block size will inurease to 128 hits as processons become more sophisticated situee messages ure aimust always longer than a single block, some meitod of km timg together successave blocks is required The different ways of knitting together blocks are known as the modes of operation and mast be carefially comsidered when using lobick ciphes
Rounds |12t, 122 |30] is the number of itcranons in a cipher systern. Aecording to the erypto analysts, the bigger the pumber of rounds. The more secure the algorithms will be. The downside is that the execution time of the shogrithons inctesses enotmously

A strean cypher is a symmetric-key plpher where plantext bits are combined with in psendorandom eipher bit-stream (key stream), sypicaily by atf exclusive-or (XOR/EXOR) opetation [128. 3301 In a stream cipher the plaintext dgits are amerypted one at a time and the transformatiou

- of successive digits varies during the encryption. Stream ciphers typically execute at a higher speed than block ciphers and have lower hardware complexity. Stream ciphers that only encrypt and decrypt data one bit at a time are not really suitable for software implementation. This explains why stream ciphers can be better implemented in hardware than block ciphers.

Figure 1.2 shows the block diagram of symmetric key cryptography.


Figure 1.2: Taxonomy of symmetric key cryptography

Asymmetric cryptography, also called public key cryptography, invented by Diffie and Hellman [43, 121, 122] in 1976 .The essential difference to symmetric cryptography is that this kind of algorithm uses two different keys for encryption and corresponding decryption.

Public-key encryption (also called asymmetric encryption) involves a pair of keys--a public and a private key--associated with an entity that needs to authenticate its identity electronically or to sign or encrypt data. Each public key is published, and the corresponding private key is kept secret.

- Private Key:
- Public key:

This key must be known only by its owner.
This key is known to everyone (it is public).

- Relation between both keys: What one key encrypus, the otber one decrypts. and vice versa. This ineans that if you eneropt something with iny public key (which you would know, becanse it's pubbis -5, I would need my private key to decryp the message.

[^0]

Figure 1.3: Taxonomy of public key cryptography

The 8085 is a conventional von Neumann design based on the Intel 8080. Unlike the 8080 it does not multiplex state signals onto the data bus, but the 8 -bitdata bus was instead multiplexed with the lower part of the 16 -bit address bus to limit the number of pins to 40 . Pin No. 40 is used for the power supply ( +5 v ) and pin No. 20 for ground. Pin No. 39 is used as the hold pin. Pins No. 15 to No. 8 are generally used for address buses. The processor was designed using n MOS circuitry and the later " H " versions were implemented in Intel's enhanced nMOS process called HMOS, originally developed for fast static RAM products. Only a 5 Volt supply is needed, like competing processors and unlike the 8080 . The 8085 uses approximately 6,500 transistors. The 8085 has extensions to support new interrupts, with three mask able interrupts (RST 7.5, RST 6.5 and RST 5.5), one non-mask able interrupt (TRAP), and one externally serviced interrupt (INTR). The RST n. 5 interrupts refer to actual pins on the processor, a feature which permitted simple systems to avoid the cost of a separate interrupt controller.

Like 8080, the 8085 can accommodate slower memories through externally generated wait states (pin 35, READY), and has provisions for Direct Memory Access (DMA) using HOLD and HLDA signals (pins 39 and 38). An improvement over the 8080 was that the 8085 can itself drive a piezoelectric crystal directly connected to it, and a built in clock generator generates the internal high amplitude two-phase clock signals at half the crystal frequency (a 6.14 MHz crystal would yield a 3.07 MHz clock, for instance).

The processor has seven 8 -bit registers named $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{H}$, and L , where A is the 8 -bit accumulator and the other six can be used as independent byte-registers or as three 16-
bit register pairs. BC, DE, and HiL depending on the partictiar instruction Some instructions use HI as a (lanited) 16 -hit accumulator. As in the 8080 , the contents of the memory address pointed to by HL could be accessed as jpeudo register M. It also has a 16 -bit stack pointer to menory (ceplacing the 8oh8's internal stack), and a 16 -bit program counter HL pur is called the primary data poimers.

As in many other 8 -bit processons, all inbtructions are encoded in a single byte (inchuding register-numbers. best excluding ammediase data), for simplicity Some of them-ire folfopwed by one or two bytes of data, which could be an imnsediate operand, a memory address or a port mumber, Z.ike larieer processats, it has CALL and RET instructions for muhilevel procedure calls and returns (which can be condifiomally executed like jumpe) and instuctions to save and restore iny 16-bit register-pair on the machine stack There are also cight one-bye sall instructions (RST) for subroutines located at ithe fixet midresses 00h ci8h; 10h, 38 h . These were intended to be sapplicd by extornal hardware in order to invoke a corresponding interrupt-service routne, but are also often mmployed as fast system calis. The most sophisticated command was XIFL, which is Hsed for exelanging the register par HL with the value stored at the address indicated by the stack pointer.

Most 8-bit operations work an she 8-bit accumilator the A registet) For (woy operand \$-hil operations the other operand can be an immodiate value, another \$-bit reqistet, of a memory cell addressed by the 16-hit tegifer pair HL Ditecl copying is supported between any two 8 -bit registers and between any 8-bit register and a HL-wddressed memory cell the to the reguiar encoding of the MOV-instruction (asing a quarter of avaifatife op-code space) there are redundant codes to copy a register into itself (MOV B.B, for instance), which are of bittle use except for delays. However, whar would have been it copy from the HL-addressed cell into itself (i.E. MOV ML, M) instead encodes the HLF instruction, hating exesutien umil an external reset or intermpt occunted

Athough the 3085 is an 8 -bit processor, it also has some 16 -hit operations Any of the three 16 -bit reguer paus (BC; DE HL) or SP could be loaded with an numediase 16 -hut value (using LXI) incramented or decremented (using INX and DCX), oc added to HL (using DAD) LHLD losded III. from directly-addeesed mertivy and SHLD stered HL likewise. The XCHCi operation exchanges the values or HL and DE Adding HL io itself performs a 16 -bit arithmetical lef shift with one instruction. The only 16 thit lestration that affecis any flag was DAD (adding HL to BC, DE, HL or SP), which updater the carry flag to facilinate 24-bit of lagger additions und left shiffs (for a floaing poim mamessa for imstance). Adding the suck pointer Io HiL is aseful for mdexing varmbles an (recursive) satack frames A stack
frame can be allocated using DAD SP and SPHL, and a branch to a computed pointer can be done with PCHL. These abilities make it feasible to compile languages such as PL/M, Pascal, or C with 16-bit variables and produce 8085 machine code. Subtraction and bitwise logical operations on 16 bits is done in 8 -bit steps. Operations that have to be implemented by program code (subroutine libraries) included comparisons of signed integers as well as multiply and divide.

The 8085 supported up to 256 input/output (I/O) ports, accessed via dedicated Input / Output instructions-taking port addresses as operands. This Input / Output mapping scheme was regarded as an advantage, as it freed up the processor's limited address space.

For the extensive use of 8085 in various applications, the microprocessor is provided with an instruction set which consists of various instructions such as MOV, ADD, SUB, JMP etc. These instructions are written in the form of a program which is used to perform various operations such as branching, addition, subtraction, bitwise logical and bit shift operations. More complex operations and other arithmetic operations must be implemented in software. For example, multiplication is implemented using a multiplication algorithm.

The 8085 processor was used in a few early personal computers, for example, the TRS-80 Model 100 line used a OKI manufactured 80C85 (MSM80C85ARS). The CMOS version 80C85 of the NMOS/HMOS 8085 processor has several manufacturers. Some manufacturers provide variants with additional functions such as additional instructions. The red-hard version of the 8085 has been in on-board instrument data processors for several NASA and ESA space physics missions in the 1990s and early 2000s, including CRRES, Polar, FAST, Cluster, HESSI, the Sojourner Mars Rover, and THEMIS. The Swiss company SAIA used the 8085 and the $8085-2$ as the CPUs of their PCA1 line of programmable logic controllers during the 1980s.

In many engineering schools the 8085 processor is used in introductory microprocessor courses. Trainer kits composed of a printed circuit board, 8085, and supporting hardware are offered by various companies. These kits usually include complete documentation allowing a student to go from solder to assembly language programming in a single course.


Figure 1.4: Intel 8085 microprocessor (courtesy Intel)


Figure 1.5: Intel 8085 microprocessor architecture (courtesy Intel)

Digital electronics is concerned with circuits which represent information using a finite set of output states. Most of the applications use in fact just two states, which are often labelled ' 0 ' and ' 1 '. Behind this choice is the fact that the whole Boolean formalism then becomes available for the solution of logic problems, and also that arithmetic using binary representations of numbers is a very mature field.

A field-programmable gate array (FPGA) is an integrated circuit designed to be configured by the customer or designer after manufacturing-hence "field-programmable". The FPGA configuration is generally specified using a hardware description language (HDL) [127, 128, 130], similar to that used for an application-specific integrated circuit (ASIC) [63, 127, 128, 130] (circuit diagrams were previously used to specify the configuration, as they were for ASICs, but this is increasingly rare). FPGAs can be used to implement any logical function that an ASIC could perform. The ability to update the functionality after shipping, partial re-configuration of the portion of the design and the low non-recurring
engineering cosss relative to an ASIC design (notwithstanding the peterally higher unt cost), isfer advantages for manv applications

FPGAs conuin programmable logic components called "logic blocks", $[125,126]$ and a bierarchy of recomfigurable interconnecis that allow the blocks to be "wired together" sommoth like many (changeable) logic gatus that cmi be imerawired in (many) differemt confugurations Logic biocks can be configured to perform conmplex combimanonal functionss of merely simpic logic yates Tike AND $[123,124,128,130 \mid$ and XOR In most FPGA5, the logic blocks also include memory elements, which miav be simple flip-flops or more complete. black sof memory.

In adifition to digital functions, some FPGAs have analog features. The inoss commete analog feature is programuable slew raic and wive stergith on esch satpou pith, Allinsing the enguneer to set slow rativ on highty kaded pins rhat would onterwise rime anecceptably, mat to set stronger, faster rates on heasily loaded pins on high-speed chamels that would otherwise run too slow. Aniother relatively common analog feante as difterentiol compatators ine liphit pins designed to bo comected to differential signaline channels A few "mixed signal FPGAs have integtated peripheral Analog-to-Digital Converters (ADCs) $1221 ; 124$. [30] und Digital-fo-Saalog Conventers (OAC3)[123, 124, 130] with sualag signal conditioning blocks allowing them to operate as a system-on-a-chip Sach devices blut the lime between an FPGA, which carries digital ones and zeros on iss insernal progrnumble interconnect fatric, and fleld-prognumable amalog array (FPAA) [125 [26] which carries analogg values on its internal programmable intereonect fabric

Applications of EPGAs includedigial signal processing, sottware-defined radis, uurorpace and deforse systems. ASIC prototyping inedical Tinaging. Corioputes sision. speech recogution ,cryprography, Bianformaties: computer hatdwate smulation, radio asspoony, meal detectoon and = growing range of ocher areas.

FPG/As originally began as compotitors to CPLDS $[123,124,125,126,110 \mid$ and competed itia similat space, that or glue logic for PCBs $\{123,124,125,126,130]$ As their size, cupabilities and spoed increased, thev began to take over larger and larger functions to the state where sone are now marketed as filli systems ob chips (SoC) [123, 124, 125, 126. 130) Particularly with the intmduction of dedicated mulfinliets imo FPGA anctsitectures in the late-1906s, applications which had inditionally been the sole reserve of DSPs 1123, 124, 1301 began to incorporate FPGAs instead.

Traditionally. FPGAs bave been ieserved for sjecific vertical applications where the volamic of production is small For these low-volume applications: the pretnium that
companies pay in hardware cosrs per unit for 8 programmble chip is more affordabie than the developmeini resources spent in creating an ASIC for a low-volume application Today. aew cost and purformance dynamics have breadened the tange of viahle applications

A typical inodern FPGA provides the desugner with programmable logic blocks that coman the poot of conthinatorial blocks and flip-flops to he used in the desigs In addition. vendors acknowledge the fact that foges is often used in conyumeton with memory, mit typically include variable amoums of siatic Random Access Memory (R AM) |121, 124, 130] Inside their chips. Clock conditioning hat atso become contmoniplace, and support in the form of Delay Locked Loops (DL Ls) \{123. 124, 130| and Phase L.ocked Loops (PLLs) |123. 124. 130] is alse provided inside the same silicion chip. Finally, an FPGA chjp does hot lead a soliary tife ssolated from the rest of the world. It needs to be essily imerfaced to other chips of extemal signals in order to make thas macriacong easior FPGA vendons have invested a great deat of effort in enfuncing the fiexibility of tise inputioutpor bfocks behind the chip gads Each pod can serve as an ieput, an outpul. or both The list of efectrical standards sepported is extensive, and nowel tectmiques for maximizing bandwidth. sach as clocking data is using bath adges of the clock, are widely mpponted the designer facing a design problem numt gothrough is series of steps ketween initial ideas and fival Jurdware This series of stops is commanly referred to as the 'destgon flow' $1125,126,127,128,130 \mid$ First. afl the requiremens have been spelied out, a proper digital desigo plaze mast be cambed out It should be stressed that the tools supplied by the diffitem FPGA vendors to taryet thent thips do not help the designer in thit phase. They ontly enter the scene unce the designer is ready to tratsluce a gives design into workiny handware

The most couman flow nowadays used in the design of FPGAs inwolves. the following subsequent phases $[126,126,127,128,130]$

- Design entry This step eonsists in transformang the design ideas imfo some form of computerized representation This is mosis commenly accomplished using Hardware Dexcription Languages (HDLs) The rwo mose populat HDL. are Verilog $1125,125,127,128,130)$ and the Very Hugh Speed Integrated Circuit HDL (VHDL) $[125,126,127,128,130]$ if shoutd be nored that an HDL as its name nuphes is ouly a tool to describe is
design that pre-exisfed in the mind, notes, and sketches of a designer. It is mot a tool to design elearonic circuits. Another pdine to note is thar-HDLs differ from conventional soffware programming langaages in the sense thut they don't suppor the comoupt of sequential execution of statements in the code This is casy to usterstand if one considers the aiternative schematic regresemation of an HDI, fle what one sees in the upper part of the schemalic cannot be baid to lappen befine or after what one sees in the lower part
- Syuthesis
- Plitce and rounc.

The synuliesis tool receives HDL and a choice of FP ( AA vendor and model From these wo preces of information it gencrates it belfist whell oses the primitives proposed by the vendor in order to satisfy the logic hehavinur spiecified in the IIDL, files Most syathesis tank po through additionat stepe such as Ingid-optimization register kead halancine and nther Techmupes it euhance fimug performance: so the resulting neffas can be regarded as an very cfficicis implementation of the tiDL, design. The placer takes the synthesized netlist and chooses it place for each of the primitives inside the chip The muther s task is then to intercomntet all these primitives begether satislying the funing constranes The masd obvious constraim for a design is the trequency of the system-clock; bot thete are more involved constramis one cam Impose on al design bsing the software packages supporied by the verodors

- Bit sream zencrution. FPGAs are typicaliy conifigured at powes up time fram some want of exiernal permaners storagy device, typically a flash memory Once the place and route proecss is linishet, the resulting chuices for the contiguration of each programmable clement in the

FPGA chip, be it logic or interconnect, must be stored in a file to program the flash.

Of these four phases, only the first one is human-labour intensive. Somebody has to type in the HDL code, which can be tedious and error-prone for complicated designs involving, for example, lots of digital signal processing. This is the reason for the appearance, in recent years, of alternative flows which include a preliminary phase in which the user can draw blocks at a higher level of abstraction and rely on the software tool for the generation of the HDL. Some of these tools also include the capability of simulating blocks which will become HDLs with other blocks which provide stimuli and processing to make the simulation output easier to interpret. The concept of hardware co-simulation is also becoming widely used. In co-simulation, stimuli are sent to a running FPGA hosting the design to be tested and the outputs of the design are sent back to a computer for display (typically through a Joint Test Action Group (JTAG), or Ethernet connection). The advantage of co-simulation is that one is testing the real system, therefore suppressing all possible misinterpretations present in a pure simulator. In other cases, co-simulation may be the only way to simulate a complex design in a reasonable amount of time.


Figure 1.6: Internal structure of a generic FPGA (courtesy Xilinx)


Figure 1.7: Simplified illustration of a logic cell (courtesy Xilinx)

VHDL stands for very high-speed integrated circuit hardware description language. This is one of the programming languages used to model a digital system by dataflow, behavioral and structural style of modeling. This language was first introduced in 1981 for the department of Defense (DoD) under the VHSIC [125, 126, 127, 128, 130] program. In 1983 IBM, Texas instruments and Intermetrics started to develop this language. In 1985 VHDL 7.2 version was released. In 1987 IEEE standardized the language. VHDL is commonly used to write text models that describe a logic circuit. Such a model is processed by a synthesis program, only if it is part of the logic design. A simulation program is used to test the logic design using simulation models to represent the logic circuits that interface to the design. This collection of simulation models is commonly called a test bench. VHDL has constructs to handle the parallelism inherent in hardware designs, but these constructs (processes) differ in syntax from the parallel constructs in Ada (tasks). Like Ada, VHDL is strongly typed and is not case sensitive. In order to directly represent operations which are common in hardware, there are many features of VHDL which are not found in Ada, such as an extended set of Boolean operators including nand and nor. VHDL also allows arrays to be indexed in either ascending or descending direction; both conventions are used in hardware, whereas in Ada and most programming languages only ascending indexing is available. VHDL has file input and output capabilities, and can be used as a general-purpose language for text processing, but files are more commonly used by a simulation test bench for stimulus or verification data. There are some VHDL compilers which build executable binaries. In this case, it might be possible to use VHDL to write a test bench to verify the functionality of the design using files on the host computer to define stimuli, to interact with the user, and to compare results with those expected. However, most designers leave this job to the simulator. It is relatively easy for an inexperienced developer to produce code that simulates successfully but that cannot be synthesized into a real device, or is too large to be practical.

One particular pirfall is the uccidental productoon of transparent latches father than D-type Dip-flops as siorage elements.

One can design hardware in \& VHDL IDE [125, 126, 127, 12s, 130] (for FPGA mplementanon sach is Xiifiox ISE1, Atera Quarmus, Synopsys Symplify or Mentor Graptios IIDL. Designer) to produce the RTL. schematic of the desived curcuit. Atter that, the generated schiematic can be verified using simulatoon software which shows the wavetorms of inputs and calputs of the circuit after generating ifie appropriate test-bench [125, 126. 127, 128. 1301. To \#enurate an appmpeiae sest-bench for a particular circuit or VHDL code, the inguts have to be definect correctly. For axample. Kor dock inyul a kop arocess of an iterative statemient is required. A final point is thut when a VHDL. model in trasslated ines the "egates and wires" that are mupped ono a programmable longe device sich as a CPLD or FPGA; then it is the actual vardware bering configured, rather than the VHOL code being "executed" as if on some form of a processor chip

The key advaniege of Vhint, when used for systems design is that it allows the behavier of the requited system to be described (modeced) and verified (sinulated) betore syuthesis tocts translate the destan into reat hardware (eates and wire) Aaother benefil is Thir VHDL allows the desaription of a concurrent system VFiDt is a datallom langage, unlike procedurai compurng fanguages such as BASIC, C; and assembly code, which all rum sequentially, one unstruction at a time: VHDL project is mutipurpose Boing created once, a calcutation block can be used in many ottier projects. However. many formational and functional block parameters can be whed (capaciry parameters, memory size element base block composition and intecconsicetion structue) VFIDH, proyedt is portable Being areated for one clement hase a computing devise peoject can be ported on unveher slemem base, for example VISI with vanous technologies in VHDL $n$ design comsigs it a muniman if anentity which describes the metrace and an arclatecture which contains the actual implententation. In addition, most designs ingont library modules Some designs also contain imbltiple architectures and conligurations

A simple AND gase in VIHDL would look emething tike this

- (this is a VHDL soument)
- impor std logac from the HEEE library
lubrary IEEE
use IEEE std logic_1164.all:
- this is the entity
entity $4 \mathrm{NDGA} T E$ is
port (
11 in std logle.
12 in sid logic:
0 outsod logic);
end entity ANDGATE,
architecture RTL of ANDGATE is
hegin
$0<11$ and 12;
end architecuure etti-

While the example above may seen very verbose to HDL bectimners, many paris ane either optional or need 10 be written only ance Gienerally simple functions like this are pant of a larger bechwounal moduler, instuad of having a sepnate module for sontething so simple In addunan, ase of elazents welh as the std loge type mugh-at first seem to be overkitt: Give could easily use the buit-in hit type and avoid the thbrary impon in the begiming However,
 powerfil simulation atud dehugging tool to the designier which currently does not exsst in any other HDL

In the examples that follow, if is seen than VHiDL, code can be wrirea in a very compact Form. Mowever, the experienced designers uspaily avoid these compact forms-and use a more verbose codimp style for the sake of teadahility and maintainability Avother advantage to the verbose coding style is the malter amount of resounces assed when programminy to a Progarmmulle Logic Device such as a CPDD Sypthmizable sonstnets and VHDL, templates

VHDL is froquentiy insed for two different yoales smulation of eflectronio destinns and synthess of sacth desigas Symhesi- is a process whiere a VTIDI. is compiled aruil mapped into an moplementation tectmology sach as -ni FPGA or an ASIC Mmy FPGA venitors hive free (ot inexpensive) tools to syathesize V1IDL for use with their cmps where ASIC tools are offen very expensive. Not ill constructs in VHDI, are saitable for synthesis For example, most conatucts thar explicitly deal with uiminge such as wail for 10 ne are not syntresizable
despite being valid for simulation. While different synthesis tools have different capabilities, there exists a common synthesizable subset of VHDL that defines what language constructs and idioms map into common hardware for many synthesis tools. IEEE 1076.6 defines a subset of the language that is considered the official synthesis subset. It is generally considered a "best practice" to write very idiomatic code for synthesis as results can be incorrect or suboptimal for non-standard constructs.

In VHDL an entity is used to describe a hardware module.

An entity can be described using,

1. Entity declaration.
2. Architecture.
3. Configuration
4. Package declaration.
5. Package body.

Let's see what are these?

Entity declaration:

It defines the names, input output signals and modes of a hardware module.

```
Syntax:
    entity entity_name is
    Port declaration;
    end entity_name;
```

An entity declaration should starts with 'entity' and ends with 'end' keywords.

Ports are interfaces through which an entity can communicate with its environment. Each port must have a name, direction and a type. An entity may have no port declaration also. The direction will be input, output or inout.

| In | Port can be read |
| :--- | :--- |
| Out | Port can be written |
| Thout | Port can be rend and written |
| Buffer | Pat can be read and written it |
|  | san lave only ane sotrce |

Architecture

It descrities the internal itescription of despgn or it tefls what is there mside desgen Euch cmory has at leass one archirecture and an ennsy can have many archatecture Arciutceture can be described uming stnicturna data llow bebavioral or mixed syyle Architecture can be used to describe a design at different tevels of absuraction like yate level. register fianifer level (RTL) ar bchavior level

Syntax:
archutecture archuecture banue of entity name
arclitecture declarative part
begia
Statemens,
end arethtucture nempe.
Here it should specify the enthy nume for which writing the archisecture body was done. The urchitecture statements should be inside the begm und end keyword Arehiecuire declaraive part may contain vatiables. constants or component declaration

## Configurationt

If an ensity conssine miny architectures and thy one of the possoble arobitecture hinding wifh its entity is dome using cootiguration. It is used to bind the archascture body to its entity and fo component weth an emity

Syntax

> configntation corfiguration mame of entity naame is Wock configuration!
> end configuration mame

Block_configuration defines the binding of components in a block. This can be written as
for block_name
component_binding;
end for;
block_name is the name of the architecture body. Component binding binds the components of the block to entities. This can be written as,
for component_labels:component_name
block_configuration;
end for;

## Package declaration:

Package declaration is used to declare components, types, constants, functions and so on.

Syntax:
package package_name is
Declarations;
end package_name;

Package body:

A package body is used to declare the definitions and procedures that are declared in corresponding package. Values can be assigned to constants declared in package in package body.

Syntax:

> package body package_name is
> Function_procedure
> definitions;
> end package_name;

The internal working of an entity can be defined using different modeling styles inside architecture body. They are

1. Dataflow modeling.
2. Behavioral modeling.
3. Structural modeling.

Structure of an entity:

Let's try to understand with the help of one example.

Data flow modeling:

In this style of modeling, the internal working of an entity can be implemented using concurrent signal assignment.

Let's take half adder example which is having one XOR gate and a AND gate.

```
Library IEEE;
use IEEE.STD_LOGIC_1164.all;
    entity ha_en is
        port (A,B:in bit;S,C:out bit);
    end ha_en;
    architecture ha_ar of ha_en is
    begin
    S<=A xor B;
    C}<=A\mathrm{ and B;
    end ha_ar;
```

Here STD_LOGIC_1164 is an IEEE standard which defines a nine-value logic type, called STD_ULOGIC. use is a keyword, which imports all the declarations from this package. The architecture body consists of concurrent signal assignments, which describes
the functionality of the design. Whenever there is a change in RHS, the expression is evaluated and the value is assigned to LHS.

Behavioral modeling:

In this style of modeling, the internal working of an entity can be implemented using set of statements.

It contains:

- Process statements
- Sequential statements
- Signal assignment statements
- Wait statements

Process statement is the primary mechanism used to model the behavior of an entity. It contains sequential statements, variable assignment (:=) statements or signal assignment $(<=)$ statements etc. It may or may not contain sensitivity list. If there is an event occurs on any of the signals in the sensitivity list, the statements within the process are executed. Inside the process the execution of statements will be sequential and if one entity is having two processes the execution of these processes will be concurrent. At the end it waits for another event to occur.

```
library IEEE;
use IEEE.STD_LOGIC_1164.all;
    entity ha_beha_en is
        port(
            A : in BIT;
            B : in BIT;
            S : out BIT;
            C : out BIT
            );
        end ha_beha_en;
architecture ha_beha_ar of ha_beha_en is
```

$$
\begin{aligned}
& \text { begin } \\
& \text { process_beh:process(A,B) } \\
& \text { begin } \\
& \mathrm{S}<=\mathrm{A} \text { xor } \mathrm{B} ; \\
& \mathrm{C}<=\mathrm{A} \text { and } \mathrm{B} ; \\
& \text { end process process_beh; } \\
& \text { end ha_beha_ar; }
\end{aligned}
$$

Here whenever there is a change in the value of $a$ or $b$ the process statements are executed.

Structural modeling:

The implementation of an entity is done through set of interconnected components.

It contains:

- Signal declaration.
- Component instances
- Port maps.
- Wait statements.
- Component declaration:

Syntax:
component component_name [is]
List_of_interface ports;
end component component_name;

Declaration is done before instantiation of the component. Component declaration declares the name of the entity and interface of a component. Let's try to understand this by taking the example of full adder using two half adder and one OR gate.

```
library IEEE;
use IEEE.STD_LOGIC_1164.all;
entity fa_en is
    port(A,B,Cin:in bit; SUM, CARRY:out bit);
end fa_en;
architecture fa_ar of fa_en is
        component ha_en
            port(A,B:in bit;S,C:out bit);
    end component;
        signal C1,C2,S1:bit;
    begin
        HA1:ha_en port map(A,B,S1,C1);
        HA2:ha_en port map(S1,Cin,SUM,C2);
        CARRY <= C1 or C2;
end fa_ar;
```

The program that have written for half adder in dataflow modeling is instantiated as shown above. ha_en is the name of the entity in dataflow modeling. $\mathrm{C} 1, \mathrm{C} 2, \mathrm{~S} 1$ are the signals used for internal connections of the component which are declared using the keyword signal. Port map is used to connect different components as well as connect components to ports of the entity.

Component instantiation is done as follows.
Component_label: component_name port map (signal_list);

Signal_list is the architecture signals which are connecting to component ports. This can be done in different ways. What is declared here is positional binding. There is another type of binding termed as 'named' binding. The situation described can be written in terms of named binding as,

$$
\begin{aligned}
& \text { HA1:ha_en port map(A => A,B => B, S => S1,C => C1 ); } \\
& \text { HA2:ha_en port map(A => S1,B => Cin, S }=>\text { SUM, C => C2); }
\end{aligned}
$$

## Test bench:

The correctness of the above program can be checked by writing the test bench.

The test bench is used for generating stimulus for the entity under test. Let's write a simple test bench for full adder.

```
library IEEE;
use IEEE.STD_LOGIC_1164.all;
    entity tb_en is
    end tb_en;
    architecture tb_ar of tb_en is
        signal a_i,b_i,c_i,sum_i,carry_i:bit;
    begin
        eut: entity work.fa_en(fa_ar)
            port map(A=>a_i,B=>b_i,Cin=>c_i,SUM=>sum_i,CARRY=>carry_i);
        stimulus: process
            begin
            a_i<='1';b_i<='1';c_i<='1';
            wait for 10ns;
            a_i<='0';b_i<='1';c_i<='1';
            wait for 10ns;
            a_i<='1';b_i<='0';c_i<='0';
            wait for 10ns;
            if now=30ns then
                    wait;
            end if;
            end process stimulus;
end tb_ar;
```

In the above example "now" is a predefined function that returns the current simulation ume what it is to saw up to this is componemt mutatiation by posilional and by name In this lest bench example the enstity if directly instamuated. The direct entity ingtantiation syatax is.

```
Componem label: entitv entity name
    (architecture_uame)
pont map(sigual_liat)
```

To evaluate the techntques'scfiemer some statisticat tes are performed such as ClitSquare test
A. Chi-Squate les $[12,15,17,21,27,31,34,35,36,37,39,93,94,121,122,129$, 130. 142 , alser relerred to as $x^{2}$ test, is any statistical hypothesis tost is- which the samplime dismbution of the test stanistic is a Chi-Square distritiution when the mall hypothesis is true, or any in which thes is asymptotically truc, mennong that the sampling distribution of the mull hypothesas is true) can be made to approximate a Chi-Square distnitution as closely as desired by making the sample size large enough.

Some examples of Cti-Square feas where ibe Chi-Squate disarimion is onlv approxiventely vaili ame.

- Pearmin's Cho-Square lext, also known as the Chi-Square poodness-of-fit teal or Chid-Square tesn for independence When mentioned whenon any modifiers or without other preciving context this test is usually undersfood (for st exact test used in place of $z^{2}$. see Fisher's exaut test
- Yutes's correction for cominity, also known es Yates Cbi-Squire tost
- Cochran-Mantel-Haebsel Cli-Square les
- Libsar-bg-linean association Clia-Square test,
- The pormantoan sess in umeseries amalyss sesting for the preseoce of autocorrefation
- Lakeilibod-ratio tests in general staniatical inodeling for resting whether there is evidence of the need to tnove form a simple model to a more complicated one (where the simple model is nested within the complicated une)

One case where the distribution of the test statistic is an exact Ch-Square distribution is the test than the variance of a normally-disstithuted poputation has a given valte bised on : sample variance Such a test is imeommon in pribctice tecause values of variances to test aganst are seldom hnown exacily

If a sumple of sire $n$ is taken from a population having a natmal dissribution, then there is a well-known fesalt (see diatnturtion of the sample varanice) which allows in test to be made of whetber the yariance of the population has a pre-determined vaiue. For example, it mamuracuring process might bave been in stable conditioe fot a long period, allowing a Galue for the variance to be deternined essentially without errot. Suppose that a variant of the process in heing tesed giving inse to a imall sample of product items whose variation is is be tested. The test satiseic T in this instance could be ser to be the sum or squares about the sample mean, divided by the nominmi value for the variance the the value to be tesed as boldnge: Then thes a Chr-Square dambunon wath n - 1 degrees of fireedom. For example if the sample size is 27, the acceptance region for Tror a bumficance level of $5 \%$ is the interval 9.59 to 34.17

The Chi-Squate (1) iest is used to deternine whether there is it significaut ditference betweer the expested frequencies and the ohserved frequencies in one or more sateyovies.

The fallowings are the requirenuents of Chi-Square test

- Quantizative data
- Onc or more categonies
- Independent observatións
* Adegrate mimple size (or least 10)
- Random sample
- Dasia in freequency form
- All olsservations anusi le used.

To find the salut for Chr-Square, it is defermmed whetber the observed frequencies diffor sienificantly from the expected frequencies

The formula of (Th-Square value is:
$x^{2}=(O-E)^{2}$
Wheie $O$ is tle Ohserved Fropuency in each category
Fis the Expected Frapuenuy in the saniespanding sategory

```
df is the "degree of freedon" ( \(\mathrm{n}+1\) 1)
\(x^{2}\) is Chi-Squaro
```

The steps in lising the Chi-Square lest may be summanyed as follows

- Write the chserved frequencies in column $O$
- Figare the expected frequencies and write them in column E.
- Use the formula to inind the Chi-Square value
- Find the df. $(N-1)$
- Find the table value (cdrssule the Chi-Square Tabie)
- If the Cli-Square vilue is equal to of grease that the sable value reject the nuil bypothesse difterences in som data aाe no due to chame alone

In Statistics, the nomber of degrees of freetiom [12, 15, 17, 23, 27, 33, 34, 35, 36, 37, 39.93, 94, 121, 122: $129 \quad 130,1421$ is the mamber of values in the fint calculation of a statistic that aie fiee to vary. Estimate of statistical parmueters can be based upon different amexuts of information ov data The number of independem pieces of information that ge info the eximate of a parameter is called the dedrees af freedom (df) in yoneral, the degrace of freedom of an estimate of a parameter is equal to the mamber of independent scotes that go into the estumate mmus the number of panmeters used as sntermediate steps in ahe estrmation of the parameter itself (which in sample variance, is xone, since the sample mean is the only intermediate step)

Mathematically, degree of freedom is the dmensioe of the fornaile of a ruadom vector, of essentially the number of 'fiee' somponents: haw many zonponents need to be known before the vector is fully derermined The term is most offem asel in the contest of linear models (linear regressom, amalysis of variance), where certain randoan vectors are constraned to fie in finear subopoces, and the mumber of degrees of frecdom is the dimension of the subspace. The degrees-of-fieedom ire also commonly assochated with the squared lengths (or "Sume of Squares') of sech vectors and the parimeters of Chi-Square and othet distributions shat arise in associatusl satisicical sesting pothlems. In thas suly degee of frocdom is the mumber of different ASCII characters present in a file

A frequency dismbucion $112,15,17,23,27,13,14,35,36,37,36,93,94,121,122$, 129. 130. 1421 18 a representation, cifter in a graphicaf or tafular format, which displays the
number of observations within a given interval The intervals inust be mutually exclusive and extuustive Frequency distributions are usually used within a stutistical context. The size of the intervals-used in a frequancy distributton will depend on the data heing analvzed und the goals of the analyst. However the most imporans factor is that the utersals used muat be non-overlapping and contain all of the possible ohbervations

A frequency distributron is one of the most common graphteal fools used to describe a single population If is a tabulation of the frequencies of each value for range of values) There are a wide variety of wavs to iltustrate frequency distrifutions, inclutimy histograms relative frequency bistogrius, deasity histogram, and cumblative frequency distribations. Histograms show the trequency of clements hat occur within a certain sange of values, while somulative distoritutions show the frequeney of clemands that occur below a cemain value

Frequency Histogrum is defined as follows-

* A grapuricat representation of a siagle datasct, tallied into classer
* Fresuency defined as the nutulber of values thar fall juto each class
* Histogran consisti of a series of rectangles whose widths are dethed by the limus of the classes. and whose lienghis are determinet by the frequency in each interval
- Histogram depicts many atribates of the data inclading iocation. spread, and symmaty
- No rigis set of mies that determine the number of classis or class interval
- Terween 5 and 20 ciasses suitable for most darasets
- Equal sized class widtho are found by dividing the rarige by the tumitut of classes
- Formal gidde by whith slass intervals zan be derived is the formula $k=1 \quad$ * 33 * $\log \pi$ where $K$ is the number of classes and $n$ is the number of variables

A ffequancy distritutioe showz the mumber of ohsevvations falling into each of several ranges of values Frequency dissibutians are portrayed as frequency tables Insoggrme or polsgons fisquency distribotions can bhaw eitler the actual number of
observations talling in each range or the percemage of observations in the later instance, the distribonioe is called a relative frequency distribution

In cryptography, the avalanche effect [121. 122: 129, 130, 136, 137, 138, 139, 140. 141, 1427 is it vesinhle property of cryprographic aleorithms, typically block eiphers and cryptographic hask flinctionse The avalanche effect is evident if. when an input is changed slighly (for example, flipping a single bit) the aupui changes sgenificantly (eg. half the outpur bits flip) In the case of qualiry block cophers, sach a-smali charge in cither the keyor the plaintext should cause a draste change in the eipherrext The actual rerm was first used by Horst Feistel withough me concept dates back to ar least Shanton's diffuston If a Block cipher of cryptographis hash function does eot cxhibit the avalanche effect to a simnificant degrce, then it has poor tandomization and thus a cryptamatyst can make predietions ahoun the ingul, being given only the antpon This may he gifficten to partially of completely lreak the algoithm Thas the ayalanche effect is a dessinable condirion from the poten of view of the destgner of the cryptographe algonthm or device Consructuay a cipher or hash Io extubt $\mathrm{I}_{\text {substantial avalanche effect is one of the primary design objectives This }}$ is why anost block ciphots are product ciphers It is atso why hash functions have tarye dana blocks Bnth of these features allow smalt cltmges in propagate rapidly through iterations of the algorithm, such that every bit of the ouput should depenst on evory bit of the mput betore the algorithm terminates Even a slight change in. an inpat ifring shoudd catse the hash valur to change dramcally A Hast funcnon is imanformaion flat rakes a varable lepgit bir sequence (Message) and procuces a fixed langth bit sequence (Message Digest) Even if 1 lus is Cipped in the input string, at leass haif of the bats in the hash value will flop as a result This ts ealled an avalanche effech. A function has a good avalanche effect wher a change in one bis of the ingut remits. is a change of thalf of the cumpur bits.

Thespint avalanche eriterias (SAC) (121. 122 129, 130. 136, 137, 138, 139, 140, 141. 1421 is a generalization of the avalanche effect It is satisfied if. whensver a magle imput bu is complemented each of the oupur birs changes with in 50 H probabiluy The SAC builds of the concepts of completeness and avalanche and was miroduced by Webster and Tavares in 1985. Tite bil independenec criterion (BIC) states that output bits i and k should change independenly when uny single input hit i is inverted for all $i j$ anil $k$

In conquater science, the smalysis of algonitims in the deturnumation of the amonz of rosoutces (fuch as time and stornge) necessay fo exoume than Most algorithms are designeit to work with impurs of erfoirary lemgh thatlly the efficency or rumug tues of an algontim is stated as a finction relating the inath lengh to the number of steps (time coomlexity) or
storage locations (space complexity) [12, 15, 17, 23, 27, 33, 34, 35, 36, 37, 39, 93, 94, 121, $122,129,130,142]$.

Algorithm analysis is an important part of a broader computational complexity theory, which provides theoretical estimates for the resources needed by any algorithm which solves a given computational problem. These estimates provide an insight into reasonable directions of search for efficient algorithms. In theoretical analysis of algorithms it is common to estimate their complexity in the asymptotic sense, i.e., to estimate the complexity function for arbitrarily large input. Big O notation, notation and theta notation are used to this end. For instance, binary search is said to run in a number of steps proportional to the logarithm of the length of the list being searched, or in $\mathrm{O}(\log (\mathrm{n}))$, colloquially "in logarithmic time". Usually asymptotic estimates are used because different implementations of the same algorithm may differ in efficiency. However the efficiencies of any two "reasonable" implementations of a given algorithm are related by a constant multiplicative factor called a hidden constant.

Exact (not asymptotic) measures of efficiency can sometimes be computed but they usually require certain assumptions concerning the particular implementation of the algorithm, called model of computation. A model of computation may be defined in terms of an abstract computer, e.g., Turing machine, and/or by postulating that certain operations are executed in unit time. For example, if the sorted list to which to apply binary search has n elements, and it can guarantee that each lookup of an element in the list can be done in unit time, then at most $\log _{2} \mathrm{n}+1$ time units are needed to return an answer.

Section 1.2 gives the details literature survey, section 1.3 describes the problem domain; section 1.4 illustrates the proposed methodology, section 1.5 states the salient features of this thesis and section 1.6 figures out the organization of this thesis.

### 1.2 Literature Survey

Diffie and Hellman [43] in the year 1976 gave a new direction in cryptography. Two kinds of contemporary in cryptography are examined. Widening applications of teleprocessing have given rise to the need of new type of cryptographic systems, which minimize the need for secure key distribution channels and supply the equivalent of a written signature. This paper suggests ways to solve these currently open problems. It also discusses how the theories of communication and computation are beginning to provide the tools to solve cryptographic problems of long standing.

Campbeti [101 J in I979 proposed a microprocessor basell module to provide security In electronic fund transfer Electronic Fund Transfer IEFTV is expected to grow in importance and to resule in national linterchange system. The potential for. Frawil in let if quite sugnificant, and can be prevented by the use of cryptograplic security techatgues of microprocessor hased security module has been developed which serves as a CPU periphiaral to perform all cryptographic functions which an EDP faciliny requires to secure IEs LFT operations. The eryptographic operutions melude management of Personai Tdentification Numbers (PIN), the nanagentent of cryptographic "kers". and protection and validation of cusiomer enterod PINs

The uses of mictoptocessors toe implemantine sonte of the bew pallat eryptogaphic algorithas have been examined by Davida ind Wells [102) in tie year 1979 Time and space requirements for the various encryption programs are smuded and aqpilianions where mecroprocesson based encryption would be able to meer throughpat requirements are tifentiffed it is concinded that with currently available microprocessors, micto-based encryption is usefut for oflint encryption/dectyption electronic mail systems. and most terminal applications
 mieroprosesor and It's a $^{\text {a }}$ wonderfil application of styphograply implemented in microprocessor based sysuers. A cryptormeroprocessor executes 玉 progran which is stored in epher to prevent it from heing ahered disassumbfed, or copicd for use in unauthorised processors Esch instruction. Just before it is executed, is deciphered by the cryptemicropeocessot unilel contral of one on mare secrel encryption keys which are different for esch proyram. Microprocessors lacking these keyn can't execute an enciphered progran of proxes miphesta daid Valuable proprivtary mrograms and data miles can thus be distrituted in cipher along with dedicated crypto-micmpnocessnr for use by munerous and anorymous peogite, withour risk of piracy or unauthorised alicration of proyrams:

Computet communicatton syssems iocal-area networks interconfected local-area tetworks, and electronic mall systems are playine an increasingly important tofe in office sutumation telecommunications, and factory automation A intctoprocessat based cryptoproseswar Las been ptoposeal iny Schlocr 11041 in 1083 A prerrquisia for extensive usage of these services, with fill or partial reptacement of convettinnal pager mail by an clectronic medium, is security. It must be possiblo to goarnmoe the secrecy of a message so that only the addressee is able to read it ite. it mas be possible 10 -provide the equivalent of a paper envelope) Furthernore, the receiver of a message wants to verify thai the indicated and the
real sender are one and the same ive, there muse be a proviston for clectronte signatures and signature ventication) Recent advances have made the technology of cryptograpty a vable tool for solving these problems. The DES-Datil Encryption Standard as well as public-key aystens have also heen itiscussed extensively In this atticle an expertmemal socure communication system and lis implementalion with a special modute-the cryptorproczser (CP) is deveribed by the aushor The overall system structure and user interface along with an averview of eryptography and a niview of the design considermions are also presented by the wuthor Morcover, ibe software interfaces to the man component, the crypto-processor, and its dates structure, hardwate, soflware, mid performanee are blso described.

A secarity and performance optimization of a new DES data encryption chip is proposed by Vutbauwhede, Hoomnert and Vundevaile \{97\} Cryptography applications demand High speed and secarivy both. Thiy paper preacits the implementatian of a new highperformance Data fincryption Standard (DFES) daata encryption chüp. These are Tesults of close cooperanon betweent cryprographers and chip designers An the sysem design level, eryptography optimizations and equivaience transtormanons lead to a very efficient foor plan with minimal routing, which otherwase would present al serious problem for data verambling algoritims. These optimizations, which do not compromise the DES aleorithm or the secutity, are sombisod with a ligglty stiuctured destgn and layoul stategy Novel CAD tools dre used at differert steps in the design process. The result is a single chip of $25 \mathrm{~mm}^{2}$ in 3-fun double-metai CMOS Fincrionulity zess show that a clock of $16,7 \mathrm{Mtiz}$ can be appled. which means that a 32 -Mbits data rate can be achieved for all eight byse modes. This s the fastest DES clup reported yet, sllowing equally fast exceution of all four DES modes of operation due to orrginal piveline architecture

Ivey et ill (115) described the architecture and design of a puthlic ley encyptiont processor which implemented the RSA algorithm with key lempths of 512 bits The chip which is 5.2 by 42 miltmestes, tas been designeat in of 0.7 micran CMOS, silicon on insututor process and has a margee clock speed of 150 MHHz ir is a self contaneel subsystem which interfaces dutectly to stundard microptocessorsund capolle of encrypting af tates well in excess of ofk band (for contractual reasons the aurhors are unable an this time to disclose the exact speed of operation) The chip contains 50.000 gutes und las been designed using a custom ruuthodology with the CADENCE design torils

In recent yeurs, there has been a tremendous upsurge in information mot datia transfers mer the telephone and camputer networks Tins mformation ranges from very simple. clectronic mait to highly complex medical imaging fniny of these data rransfers, the securry
of the information is a pesssing concern Currently, the solution to the sectarity concern is to use expensive and inofficient private networks and teased lines. The current cvolution of the public Integrated Services Digital Network (ISDN) with its complete end to end digitat comectivig provides an execllent platfigm fivn networking and roliable datu commumications The primary objective of this work is to develop and implement methodologies for successtut data encryption schemes which can be embedded into tbe ISDN Customer Premises Equipment (CPE) and requite no software upgrades of the switching equipnent. This will thake the public ISDN network look like it private-network to the security conscious user. Furthermoro, secure data commmication is provided over circuit switched woice io data channels Whitely used encryptun and keying selemes based (open Data Encryption Standard (DFS), sectel key deyptography and Rivest-Shamir-Adleman (RSA) public key cryptography, alyountimis are currently being minesugated for their applicability in the ISDN envronment fnitill imvestigatnons show that a HYBRID cryptographie approach. RSA for muthentication, and DES for encryption, inay be mosi appropriate Effors are oa io develop a hardware and sontware implementiation for the HYBREID approach Latif Mahhooh and Reram [ 61 ] drscuasol possible standards for ISDN secartity that will allow data (Enchuline voice) trusimitted aver the ISDN Banic Rate Inteffice (BRI) line to lic ancrypted so that onily the humended receiver can decipher if. The idens presented here can easily be mansponed to the packet switched channels, Primary Rae faterthce (PR1) and possilily to Broadoand ISDN (BISDN)

Blaze [75] laax described an eflicient ker managernent in in encrypeing file system in the year 1994, As distributed computine systems grow in size complexity aed variety of applization the problem of protectiag sensitive data from unmuborted diselosure and tampering becomes increasingly imporiani: Crypmgraphic techmiques can piay in mportain
 those who hold the proper key In the case of file data, however, the roume use of encryptron theilities often places the organizationial ropuisements of information security in opposition to those of information inanagonem. Since strony encryption implies that only the holders of the crypugraphic key fave abeess to the clear-text data an onianizarion may be denied the we of it own critical tusiness reconds if the key used to eneryph these.records beenmes umavilable (e.g, through the uccidental death of the key holden This proper desernbes in system, based on cryptographic "smurtcards," for lise temporafy "escrow" of file encryption keys for critical files in a coryptographic file systean Litike convertional escrow schenes. ifiis syatem is bilaterally modiubte in that the holder of an escrowed key ean verify that, in
fact, the key is kept to a particular directory and the owner of the key can venty, when the escrow period is ended, that the escrow agent has neither used the key nor can ise it in the fiture

Riaze [74) in 1995 nean (lesaribed a simple protecol, the Remotely Keyed Ensrypitan Protocol (RKEP), which enahles a secure, but handwith limited, crypiogriphic smart card to finction asa light-bundwidhi sectet key encryption and decryption engroe for un insecure, but fast, host processor The host processor assumes most of the computational and bautuwidth bursen of eact cryptographic operation without ove learning the secret key stored on the card. By varying the parameter of the protocol, arbitrary size blocks can be processed by the liost with onty a singte sunall messuge exchange with the card und minimal card computaion. RKEP works with any conventional block aipher and requines only stindard ECB mode block cipher opergions on the smartcand, permitting its implementation with nfl-the-shelf components There is no soorage overhead Compumsonat overhend is minmal and inclutes the calcuiation of a cryptographic hasi function ss well as conventional cipher finction on the host processor

Kaps and Paar [85] were the first in its type of sryptography with LPGN described fas DHS mplententaion for FPGAs and ha application to a taivershl ky-seanch machine in the year 1009 Most security pronocol and security applications are defined to be algonthon independem, that is they allow a chotee from a sec of cryphogerphic afyondurms for the same function Thetefore a key-search machune which is aish defined to be afgorithn independent utight be uteresting Authors seatcised the feasibility of in universal key-scatch machine usinge the Data Encryption Standard (DES) as an example-algorihm. Fietd Programumable Ciate Artays (FPGA) provides in ideal match for in ulyorithes independeni cratke tas they can switeh algostlims on-flie-fly ait tan nueb faster than soffware Aushors designelt, implemented and compared various anchitesture optiones of DES with stronge emphnsis in bigh-speed performance Techncques like popelinnge and foop umroling were used and then effectivenes for DES in TPGAs invesigated. The most interesang resuits is that it conid achieve data rates up to 403 Mbitsis using standard Xininx FPGA. This result is by a factor 11 favter than anflwafe implementation while authors are sill maintaing fexibiliev A bFS cracker chip based on this design coutd seanch c. 29 millian keys per seeand.

Buthe. McDonald und Austin $\{1+\geqslant$ queve the architectural suppon for fast symmerrickey cryphography it be year 2090. The cmergence of the foternet as a mased medrum for commerce and communication has made cryprography an essential componem of modern itformation systerns. Cryptography provides the mectanisms necessary to implement
accountability, accuracy, and confidentiality in bommunication. As demands for secure commanication bandwidh grow, efficient eryptographic procesting wiil bocome incteasingly viash for good system performance: In this paper, withors explored techniques to improve the performance of synmetne key cipher nlgorithons taght pupular sirung ancryption alganithms are examined in detail Analyses reveats the algonthms are computatonatily complex and contain little parallefisiv. Overall throughput on a high-end microprocessor is quite poor, a 600 MHz processor is incapable of saturating a 73 sommunication line with 3DES (triple DES) encrypted dath. Authors introduce new itutnctious that imptove the efticiency of the analyzed algotithms The approach adds iastruction set syppott for fast whstimitions, general permutations, matates and modular mithmetic Performance amalysis of the optimized anhess shows an overalf speedup of $59 \%$ over a basebne machine with rorate msiructions and $74 \%$ speedup over a baseine without rotate. Even bugher-speedups ate demonstrated with optimized substitutions (SBOXes) and additional functional uniu resources. Authors" analyses of the onginal and optimixed algorithms sumest fimite dinections for the design of highperformance progranmable cryptographic ptocessors

Canda, Trumg and Maplivans 1451 introduced a new famity of symmetric block Cipher lased on groug bases. The main advamage of this apponsch is full sealahility It enables to construct, for nstance, a trivial 8-bil Cacsar cipher as well as strong 250 -bit ctpher with 512 -bir key, both froin the same specification Authors discissed the practical aspects of the desimi especially the choice of carrier grouphe peneration of random group bases and an efficiott tactarization algorithm Authors alsio descriked have the cryptographic pupenties of the syitem are optinized and analyze the influence of parameters on is security Finally some experimental Tesalts regarding the speed and secunty of conctete cophers from the fomiliy has also beet presented

Gan, Simmons and Tavares [58] imroduced anew farmily of stream cipacrs basell on cascaded stuall S-Boxes in year 2000 Many stream cipher designs hased on linear feedback shif registers (LIFSRs) with notrlineat combining functions are sasceptible to various verxions of the correlation attack fin thes paper authors proposed a new trudel for strean ciphers which does nor make use of LFSRs Instead, these shream cipbers are kased on a cascade of smatl sebbstitution boxes(s-boxes) Like the RC4 stream cipher designed by Rom Rivest, the cascade suream ctpber makes-use of evolving 3 -boxes and pointers However; instead of using one large s-box suthors employ a cascade of sevenai smal! s-boxes tiwo parameters of this family of stream ciplers are the size of the individual s-boxes and the lewgh of the cascade. If u-bit s-boxes is wsed then each ouque of the stream cipher is an p-
bit hlock A cascade consisting of 16 -bit s-boxes would have an effective key length which is adequme for mest practical applicmons. The number of 's-boxes in the cascode can be increased if desined more kecurity, Authors' studied indicuted that the cascade cipher has good stathsical properties Thes cascadk strean eipher requites relatively litile storate and execuies efficuentily in both hurdware and softwarc
(ia) and Pawd |84| gave comparisom of the hardware perfornaance of the AES groposals using teconfigurable hardwate io the year 2000 Tbe tesults of mpiementanons of all five AES swstema usini Xilinx Field Prommable Gate Atrays afe presented and analyzed Performance of four aliemative liandware urchitectures is discussed anl cormpared The AES proposaly are divided into thrve slasses. dependitug an their hardware perfomance characteritics Recommendation regarding the miptimum choice of the algorithms for AES is provided

Raghuram und Chakraharfi [105] proposed a programmuble processor for cryprography. Ciyptographic protocols have numerous applications in today's world. the most prevalen ene heing Hmaferring inessages safelv over the network Cryptographic ahsorithens ate erither implemented in software on a \& fereral-paipose processor or in bandware on an applicutian-specifie processor. While the sonware implementations tend te be time consumbug, the lisrdware implementuions are too specific and canmot ever roppon, small modifications. In this paper, a porgrammable archutecture char can handle a large number of iilgorithois foctuding DES, RSA, Blowfish, SAFER ef cetera have been developed The archinecture consists of addition. subtractioni. mòdular multiplication. and exponentiation and XOR units and the em support a majority of the eryptogrophic alyorithms A tigh data mite is ashieved by applying toop untollings to the Monegsimery algorithan that is used for noodialat mullipilicution und exporemiation The differences in the number of bits. key lempth, and sequence of operanons are handied by the mucro-programmed control unit A VHDY model has bece developed-and symthestzed using. Auto-Logic 11 from Mentor Graphics. Tie resulas Skow a frequency of operation of 72 Mcgaherx |nd an area of 23.000 "Optimizatioi COST" unitis

Gimszachaed | | $16 \mid$ proposed the applicntion of Chinese temainder theorem in a high speed RSA crypto ship in 2000 The performance of RSA hardware is primarily determined by an elficiem implememarion of the forg imeger modular anithmetig and the ability fo utilize the Chnese Remainder Theorem (CRT) for the private key operatoms Thus paper presems the multiplier arehiecture of ihe RSA crypte chip; a ligh-speed hardware accelerator for long imeger modular arithmetic The RSA multiplier data path is reconfgurable to execute either
one 1024 bit medular exponentiation or two 512 bil modalar expoentiationa in parallel Annther significant characteristic of the multiphier core is its high degtee of parallelism The actual RSA protatype contains a $1056^{\circ} 16$ bit word-serial multiplies which is optimized for modstar mathiplisations according to Ramet's modular reduction method. The antilipliet core Is dimensioned for a clock frequency of 200 MHz and requiec 227 clock eycles for a single 1024 bot modular multiplication Pipcliming in the linghty paraltet lang intogor init allows acheving a decryption rate of 560 kbitsisec for a 1024 bit exponent In CRT-mode, the multiplict executes two 512 bit modulaf expotentiations it parallel, which imereases the deciryption rate by 8 factor of 3.5 to almosi $2 \mathrm{Mbits} / \mathrm{sec}$

Softwate efficient stccam ciphess bave beet proposed by Halevi. Coppersmith and Jinin [\$9] in year 2002 The design of'Screan, a bew soffate-cffictert sfoam cipher, which was desugned is be more secured seal" The desmin. of Scream resemblies in many ways a Wlock-cipher design The new cepher is as fast as SEAL but it offors il spgnificantly higher security level It the process of desigmong this cipher, uthors re-vish the SEAL destan paradem: exbibiting some iradeoffs and limataions.

Cham and Siu [65\} proposed an internet kecuray svstem for E.Commerce Network sectarity is Ineriasine in importanoe - is rewalt fat the enormous use of electranic communication in business activaties. RSX ia the mest widely used puhblic-key cryptograghty algontim in the e-codurorce in this paper, a new system is proposed to provide sectire commumications tronotgh the Intemel The ;proposed: approach focuses on rwo man technotogies. First, a session key approuch is used to enhance the security performance of RSA Scoand IDBC tool is used to perform client/server data necess eflicientiy and sffeatively The system was implemented provided a retable and secure Internet emvirommem mocessilily for busineys sutivines araund ibe warld

A madeotts analysis of $F P G A$ based elliptic curve cryptography has been proposed by Bednarn et al $\{70\}$ in the year 2002 FPGAs are mn atmecive pheffirm for elliptic curve erygography fandware: Since field muitunication is the mos criucal opcration it cilipte curve cryptopraply autions beve studied how efficient several field multiptiers can be mapped to lookuy table based FPGAs Farthermere muthors have compared various curve cobolinates representatione with respect to the numbet of required fied operationis, und show how an elliptic curve coprocessor hased on the Mougoaury algorinhm for curve mulupticausn can be implemenied using this genemic copmocesson architecture

Paquet [H4] has described -5inople', a shared-key (symmenc) block capher supporing 128 -bit dara blocks and 128 -bit key suze in the year 2003; Sinople is designed to
take advantage of the 32 -bit operations supponed in tedsy' x computers and its orginal design tries to ingrove securty amaine differential and linear attacks.

Billet and Gilbert [47) proposed s new symmetric hifock eipher with stie followuy paradoxical maccability properties, it is compulathomily easy to ferive many equivalent secret keys providing disunet descriptions of the same insance of the block capher but it is computationally complex, given one or even up to K equivalent keys to cecover the so called meta-key from which they were derived or to find any additional equivalent key. or more generally: to forye env new untraceable description of the sume ustance of the block ciphet. Therefore, if each legitimate usey of a dogital content distribution sysem based on enaryptel information broantcast (eB semmblef pay TV, istrithution wer the Intemer of midhimedia coment, esel. is provided with one of the equivatent keys one can use this personal key to decryp the content: But it is infeasible for coafitions of up to k trators io mix their fegitimate personal keys into immaceable keys they might redistribite anonymously to pirate decoders. Thus, the proposed block cipher inhernify provides an efficient traitor thacing xcheme This digorithan can-be described as an iterative black cipher belongity to the class of multiveriate schemes it has sivantages in terms of perforanace owf existing trator naciog scheme anif furthermore if allows restrictimg overhends to one simgle.block (i.e. typically 80 to 160 bits) per enerypted comem payload lis strengti relics upon fie difficuty of the "somorphism of Polynomials" problem, which has been extersively mnestugated over the past veass. An uitial security anaivsis is supplied

Kimi. end Srinivasan [72] propened supple suport for IPsec tamel model Many comporate employees (those commonly known as road warnors) ofee access the resources in protected corpotate intrunets, while working Temasels, through IPsec tumels between their corpocate VPN (Virtual Mrivate Network) gateway and ther remote boss With the proiferation of Wireless LANs. 3 G wireless networks and mobile workers it becomes highty- desirable for remote hosts to be able to nove among multiple networks' (IP sabriets) frecly, even actess different uin interfaie technobigies Curranty, IPsec does not support this
 funnefy could caase difnaptions to applicurious carmity tumint scrosy the humels, in daldition to necurmg the owertiend of a 3 to 6 - roundtrip fandshake for a new umel
 However, that is inefficient fue to the doable tumelling, which is especially an issie for resource-limited wireless networks: Authors explored modifying an IPsec implementation to anable mobility without cormpoumising security und without incurng itunel-te-kitablishment
at handoff Autbors do not infended to address tife general issue of secure mobifity support for the Internet. Instead, it is fo focis on a sinple scenario of VPN rembte access via IPsec ESP-only wintel mode in IP'4, which has a large commercial upplication of the secwre remste access of corpocate intrancts. Authors approach is to shange the umnel endpoist if iddress of the mohile host at the IPtee VPN gateway via a secure stgnalling, which is possible wath munor modifications to how $\dagger$ Psee operates To the end authors modifind Frees/WAN vI \& in open-source implementation of IPsec. The dependenoc of identifying a Security Association on the outer header destination address has atso removed so that the same security ppransters can be used even in the new network Two now private messages are added to ISAKMP (Internet Secarity Association lind Key Mangement Protocoll) to
 puither compromiser the security of IPsec, nor requites chamges to the exustiny IPsec ptandard preserving interoperability with mobiltry-unawhre hosts and gatewgys Autivors describe it working implementation of these modiffeations, discuss the performance of this approach and compare with the siandard IPsect and IPsec over MobileIP

Rouvmy ed al $[77]$ proposed a coumpact and efficient encryptiandecryption module for FPGA implemmuation of the AFS Rijindael which is sery well suited for stmall emhedded applacation in the year 2005. Hsidwate implementations of the Advanced Encryption Standard (AES) Rjipdact alyorntom have recernly been the obsect of an mensive evahation Seveni papers deserined efficient architectares for ASIC3 and TPGAs in this context, tife bighest effort bas been devoted 10 bigh throughput (up to 20 Gibps) encryption in designs lewer works studied low area encryption In architectures and only a few papers have

 encrypsionidecryption solutions are needed to proter sensible data, especiatily for embetded hardware applicatom This paper proposed an efficient solation to combine Kijndael encryption and decryption io one FPGA desigh, with a strong focus on low area constraims. The proposed design fits into the smallest Xilinx FPGAs. deals with date streams of 208 Mbps uses 163 slices and 3 RAM blocks und imptoves by $68 \%$ the bese known similat designs in leths of taite Througtput/Ared. Authosk alko proposed inplententations it othes FPGA Families (Xitinx Vittes-II) and comparisans with similar DES, iriple-DES and AES implementanons has also been done

Chodowied and Gaj [87] presentel a compact EPGA architecture for the AES algorithim with 128 -bil key targeted for low-cost embedded applications. Encryption
decryption and key schedule are ail impiemented using small resources of only 222 Sitices and 3 Block RAMs. This implementation easily fits in a low-cost Xilmx Spartan II XC2S30 EPGA. This implementation can encrypfidecrypt data streams of 150 Mbps , which satisfies the needs of inost embedded applicatsons, including wireless communication. Specific featurs of Spartan II FPGAs enabling compat logic implommation are explored, and a now way of impiestenting MisColumnts. and lavMixCohunns umaformations using shured logic resources is presented.

Network dath is, currentify. ofler encrypted at a low level In addition, the majority of future networks will use low-layer (IP level) encrypion Current irends ioiply thas fuiure networks are likely to bo dominated ty mobile terminats, thus, the power consamption and electrompurate entissions espects of encryption devies will be srifical Sotiriou and Papsefsathiou [HO) presenis neveral realisations of the DFS algarifim both in sofiware and in handware Authirs present soffware inplementations of the algarithm fumning on the state-of- the-ant fitel 1XP network processor and seven hardware reatisations based out I standardcell Sbrary The software implememtations are based on the Intel MP Network phatform; for which authors wrote assembly core implementing the DES alearitm utilising its various features The hardware implemontations consist of seven different hardware innplementaiona. three olecked implementaiiens and four unchocked (asynchranous) implomeniations The efficient realisation of the DES algorithim is a hurdware realisations through sonvemtional clocked desagns, which is an asyachronoos ooe compared to other four desugns Autbors demonstrated that the mpst efficienl reatisation of the aigorithm is a liardware implementanion which is an ssyncheonous onc.

Cryptography in the stuly of mathematical techaiques related tiv aspects of information security sach as confidentiality, date integtity sentisy authentication and data
 would help crypto destgner in their work fowards implementing untreakable encryption algorithm in easy way. The sysem conststs of a langunge calted "Cryptograptyy Language" or CL_ CL compiler and Cl converter. Any designer cant use this kit easily, to record any alyorition and implement in either software of hardwate product. Using CL designer can write many alporithms and give their code to CL. compiler thai wil compile the code and extract all the algorithm infinmation Usinu Cl. converters, the algorithm can be generated in any sotiwane of hantware fanguages depeniting on their bse,

Duma and Mandal [121 proposed a birtevel secres-key block cipher which follows the priaciple of sulbstitution in 2004 The decimal equivatent of the block undel considernion is
evaluated and the modulo-2 operation is petformed to cbeck if the integral vatue is even or odd. Then the position of that integnal value in the sertes of natural even ar odd mimbers is evaluated. The same process is repened again with this positional salue. This process is carried our recursively for finite number of times, equal to the lengh of the source botock. Atior each module-2 operation, 0 or 1 B pushed to the output stream in MSB to LSB direcuon depending on whetier the Inegral value is oven or odd, rexpectively During decryption, hits in the target hiock wre to be considered atong LSB 10 MSB ditection after which an imegral value is got the binary equivalent of which is the source block

Sinha and Mandal โ17] groposed is bovel block Eipher based of it miccoprocessar systert where the encryption is dobe through (Overfapped Modslo Aritiometic Technique (OMAT) The oniginal messige is considered as a sucam of hits. which is then divided into a mumber of blocks, each contaiming 'in' hats, where ' 1 ' 18 one of $2,4,8,16,32,64,128$, and 250. The rwo adjecett blecks are then added where the modulus of addition is 2 t The resuth replaces the second block first Dock remanugg unchanged The mosfulo addition has been inplennented in in very simple manner where carry out of the MSB is discariled to gee the resull. The tectumpe is applied bs acacadod muner by varying the Block size from 2 to 256. The whole lechnigue has been inplemented thraugla a nueroponcesser-based system by using a moduler sobtractian for decryption

Shaz-Ferce Saqib and Rodrgucz-Henriquez [41] idemified the basie characerintics of: cryptographic ulgorithms especiaily symmetric biock ciphers foc their ampiementation on hardware platforms The basio primitives in symmetric ciphers ure discusses-and sovic implementation Iechniques are suggestod for them As un ispication an FPGA implenienution of DES is persented which achieves a throughput of 274 Mbinis occupy just 165 CTB slices for a single round The same guidelines well bolid fir other btock ciphers like Advanoed Encryption Standard (AHS)

Lintar arypanalysis has been proven to be a powerful anseck which can he applied to a number of symmetrie block ciphers However, conventionill imeat cryptanalysis is ineffective in attacking ciphers that use key-dependent operations, such as ICE Lucifer and SAFER Dojen and Catfoy $|46|$ shawed conditional tines cryplatalysis which used thatacteribtics that depended on some key-hir values This technique has beets desorihed it detailed application to symmetric ephery are also aindswed. The convequenses of using keydependert churactensiics we explamed and a formal notmon of eonutinonal linear cryptanalysus is presented As a case stady, conditionat Tiocar cryptanalysis is appitied to the [CE cipher, which uses key dependant operations to improve resistance against cryjutanalysi8.

A successfil attack on ThintCE using the techniune is proented. Futher, experimental work suppontine the effectiveness of conditional finear crypuanalysis also detaifed in the article.

Kim 170| presented the fesign mid implementation of a crypue processor, a specialpurpose microprocessor optimized for the execution of cryphography -algorithnss. This crypto processor can be used for vanoos security appitications such as storage devices cimbodded systems, network routers, secnrity yateways using IPSec aml SSL protocol etc. The crypto processar consists of il 12 -bit RISC processor block and coprocessar hlocks dedicated to the AES, KASUA1, SEED triple-DES pivate key srypto alourithon and ECC and RSA public sey aypio algorithm The dedicated coprocessor block permits fast execution of eweryption, decryption and key scheduling operamons. The 32-bin R1SE proceson block can be used to execute various crypto algorthms such as hash and other applecation proprams such as user authemication and IC catd imterface The srypto processen lias been designet and implemented uaing an FPCiA and tome paris of erypro altorithms have been fabricated as a single VLSI ehip using 0 sam CMOS sechnology To sest ami demionstrate the capahitities of thas chip, il costam bont providing reat-time data security for a data storgen device has bew developed

The national matute of standards and rechnology (NIST) in U.S: has mitiared a process to develop an Advanced Encryption Standard (AES) specifymy a private-key algoritiom bised on a 128 -hit block size is a replacement of the Data Encryption Standard (DES) Ruaz and Hess |787 inveatigited the efficiericy of two AES candidates. RC6 and
 Array ( $\mathrm{FP}^{(i A N)}$ ) is the tarpef technology. Authors' amaly saggesa thur it would be desuable for FPGA unplementation to have a simpler cipher desegn Itai makes inse of sumpier operation which not cmily posse's good cryptographic properties, but also make the overall ceiphet design efficient fiom the hardware implementation petspective

Goots et al [98] proposed in bast DOP lased sipher in the yeat 2004 Data-dependent (DD) pernuiutions (DDP) that ure very suitable to cheap hardware implementation have heen umroduced us it cryptograplie prinitive for the sesige nt fast firmware and soffware encryption systems DDP can ba performed with so called controlled permusanon boxes (CPB) which are fast whtule implemented in cheap hardwate The later defined the efficiency of the embedding of CPE in microconteollers and microprocessors when addine in new fast trasuction the allows one to perforit DDP. Softwar and firmware encryption alyotithms sombining DDP with fast arithumtic opmatins ase decoribed

Tha, Mandal and Shakya $\lceil 36$ ] described a bit level symmetric eneryption technoquc through Recursive Transposition Operatisn (RTO) it 2005 to entanice security or Iransmission The technique considers a message as binary string on which a RTO is applied. A blout of $n$ bits is taken as a inpul strean, where n viries from 8 to 256 , fromt a continutis strean of bits and the techmique operates on it 10 gentrate the imtermediate encrypted stream. The same opertinn is periormed repeatedily for different block sizes as per the specification of a sessinn key of a session to generate the final gncrypted survam fo is a kmd of block ciphier ank symntetsic in mature hence, decoding is donc following the same procedure A comparison of the proposed techuigue with existing and industrially accepted RSA has also been done in terms of frequency distribution and bomogeneity of souree and encrypted file

A fast stecan cipher, MAJFt has heen designed and developed with a variable key sine of 128 -bit or 255 -bif The randionness property of the sureat cipher is analysed by using the staustical tess The performance evaluation of the stream cipher is done in comparison whth anohber fast stream cipher calied JEROBOAM. The focus is. 10 generuse a long umpredictable hey stream with better performance, which can be used for coptograplac spplications. This streani cipher has been proposed by Mathew and Jacob [53] in the yoar 2005

The systen PACS (Pisture Archiving and Comnuncation Systen) which haudles medical image saves patient's medical image information mid transpors tham. Thess veeds security processor for user's nuthentration and encrypred nformanom based on PKI (Pubtic Kev Infiasiructure) The DICOM (Dutal Imaging Communcutions in Medicme) which is a standard of PACS's transmission lias adopited using RSA (Rivest Shanir Adleman) in the amherticatiou and traismission which Is puhlic key ulgorithmi However, it embedded medizal images system using low power and restricted lardware resource is iong key size is a major moblem on the hardware implensentetion und proesssing time. Moeeswer, the public kcy alyonithm, ECC (Elipic Curve Cryprognaphy) provided lugher-secarity than those of RSA in tisc same key size Park, tiwang and Kim [63] implememed the DICOM socuncy sazadard RSA substituted for ECC ECC is implemented on (iF(2) using polynomial base Vinite field used Montgomery algorithm and BrumneF Extended Eaclidian uigorithm. ECC point inwitiplication epeating used Radix-4 scalar multiplication ind autbors, verified it on ISF 6.2 sotware using the Xiling Verter 1000E FPGA. Finally, authars designed and verified it by senii-cutom ASIC design-

RSA calculunon archutecture ts proposed for FPGAs which addressed the sssuex of scalabifity, texable performance, and siticon efficiency for the hardware acceleration of

Public Key crypto systems in the year 2005 by Fry and Danglaminet [81] Using lechinigqes based on Montgomery inath for exponemiation, the proposed RSA caleulation architecture is Compared with eossing FPGA-bised solutions for spoed, FPGA utilisation, unif scalahility. The paper ansered the RSA enaryptios algorithin Montgonery math hasic PPGA rechnology, and the implementation detaits of the proposed RSA calatation anchirectue

Ha uni Mandaf propesec a symmerric block cipher [15] in the year 2000 The techuque considered in message as binaty string on which a Caseaded Recursive Carry Addition and Key Rotation (CRCAKR) is mplied. This techrique used bimary addition methodology it is a kind of block cipher and symmetric in matury honce, decoding as done followinu the narae grocectute A comparikan of the techatigue with exastang RSA and Triple DES has also been denc in terms of fiequeney disuntition and net-bontwgentity of source and enerypted files

An efficient idenaty-based ayptosystem for end-to-end mobile security has been proposed 1661 in the year 2000 by Hau and Chen In the next generation mobite tefecommumications any third party that provides wireless data services' (eg. mobite bankige) must have ite own solution for endoto-emil securify Exishep mobile secutity inechanisms are hased an publiekey aryptokysteth. The main semeem in a public-key sysem is the mementiciey of the public key This issie carn be resolved by ine cryptography where the nublic key of a user can be derved from public taformation which uninuely idenifies the aser. This paper proposed an efficiem |Obased encryption algorifitn Authors aicually implentented the ID-based encryption scheunes and comparel the performance to show the advantage of the approadi Sudy indicates that this solution gomperfinms d prevously proposed algoritlun by $(20-35) \%$

Ferrante | 681 proposed a new model for mainsaiming security and privacy for patient tuformanom system im 2000 As the global' Imernet evolved nato taday's mabile and broadband service, it is anticipated that the applications of the services to support telemedicite and $k$-flealth oporations using these techniques will tesulh in increasient
 makney these changes 10 enerre that security technology keeps pace with the changes and provndes thi means hy which satasfaction of HIPAA's privecy regulations can le assured. Consider the application of Wireless Cormmmications if connectura medrial professiomets and patients through the ubiquitous web access arrangements New products offered to patients and phvsicians abike are capable of transmittimg situl signs, hey blood tesi results for diaberics Bood pressure daia as well as the higher data' iequirements of X-Rays. MRIs.
uluasounds, CAT scans, and more. But now things are changing Ceil phones, hotspots ( 802.11 access arrangemems) offer opportunities for others to iniercept private information if anat pentected adequately Today's secutity offering for witeless hotspots stich as the Wired Fqoivalent Provacy (WEP) offers some security and privacy bad it is Inewnt to be broken and uscfil only rempornily and por for protection of vital medical information protection. Currenty, chips are beng, deycioped which will offer a much stronger prosection for personal wifeless nelworks: This reconmended suindard, referred to as 892.11 is WPA is giready supponed within the Microsoft XP Operasier Systont and it will be enhanced and approved shartly by the latest recanmended version of the standard offering WBA 2 - for enterprise applications The final version of 802 1 1 ( (WPA2) nddresses pratically all the vulnerabilities of WEP and more. However now things ser changing once mote $A$ widehand wireless capability in all likelihood will supersede WIFI wuthin the next five years will aliow up to 75 Mbps data transfor rates and suppon comections 10 systems in fic range of 30 mifes or more under the ripht conditions In addition. speeding ambulances and cars travelling an speeds in excess of 70 MPH will he more readily capalde of inverfacing at the ihigher dala rates WIMAX, the much-awaited iechaslogy that is expeeted to provide wircloss bpoadhand senvecs on a Mertopolitum Area Xenwork (MAN) scale is going to lie the nex) wave of evolution (902 ta) zs was the case for WIFI, the securiy is cuncerned here Wili the WIIt security offorings support that nesded at theso higher rates? All of this is yet to be assured. Thus privacy is once again of concem if the standards ate not aitequate It is untersiood thet the WPA2 will suppof boih Wifi and WIMax security needs. As technology evolved. secutify tave the entanced and if the manufacturers of products cas setile on non-ptoprictury remesentative devies to support the needs of the medinal fied then it will bu fine

Yang, Dai and $\mathrm{Y}_{\mathrm{H}}$ [92] described the RCBA anchitecture, a specialized izconligmable archatecure for block copher than bridges the coas and performance gap berween general purpose and apglication specific archtiecture for block eopher Authors presem implementations for representative ngenothmis of block cipher such as DES. Rijndael and RC6 on RCBA architeciuse System performance tias been unalyzed. and from this malysis io has been demknstrated that the RCBA architecture can achieve both tugh secturity and speed.
 snan cards m2006 Cryptopraphic cireaits for smarr cands and portable electronic devices provide user suthentication and secure data commumication These circuits should, in yeneral, occupy simall chip area consume low power, bandle several eryptogriphy algorthins and provide acecpable performance This paper presented for the firsi time in liardware
mplementation of theree sandard cryptography algortimes oo a umyersal architecture Tbe micro-coded cryptography processor largets smart card applications and implements both private key and public key \#lyorithins and theets the power sni performance specifications. and is as xmall as $225 \mathrm{~mm} 2 \mathrm{in} 0.18-\mathrm{m}$ GL.M CMOS An ifgorithm is implememed by changing the contents of the memory blocks that are implemented in fompletrie-RAM (FeRAM) FCR AM allaws nam-volatite sorage of the conffguation bits, which are changed only when an algoithm mestantiation is done:

A testing scheme has been proposed by Yang, Wa and Kami [1:8| For crypto-chips in the year 2006 Scan-based design for test (DFT) is a powerfiti testing scheme, but it can be used to Tetricve the secrets stored in a crypto chip, that compromising is security On ofte hand sacrificing the secutity for testability by usine a traditional sean-bused DFT restriets is
 by shandoning the scm-based DFT huns the prodoct quatity The security of i crypto chip comes from the smull sectet key stored in a few regssers, anat the restabitity of a crypto chop comes from the datu path and control patio mpliementing the crypto algoruthm. Based on thas key obiservation, the authors proposed a novel scan DFT architecture callid "secure scan" that mumainins the high teat quality ot madtiomal scan DET without conipromising the secarity Thiey used a hardwase implementation of the advanced encryption standard (AES) to shaw that the traditonal scum DFT schene can compromise the secres key it is seen that by wemg secare-scan 1317, paither the secret ley nor the testahility of the AES mplementation is compromised

Sategurding intetiectual property on FPGAs is a major coblienge for ins manufactures It becones difficuit to add more PPGA security feathes for economical teasonis it is difficult 60 sav whether entive users ate ready to pay for these added feaures. Rut thsere tan be so question itur vecurity features are alsolataly essential lirr FPGA sucturity Dume and Dutta [18) addressed some security scenario in FPGAs and tries it find out why currently exisong security femures are madequate Fomaliy a compuraive unalysis for handwate implemenations of the authentication afgorithm has been provided for EPGA as well as ASIC implementation. This paper hes been proposed in the year 2007

Reddy et al \{2! | explored the sdea of protecting one or more inachines on a server from other systems by fitering the if packets In addition, the IP packets are checiked Whetber they are reaching theit proper deatustion ar noe and whether the messinge is zompl on mot by caloulatiny the IF checkam hoth at the seader and receiver side. All packet processing operasons were implemented on a reconfigurable hardware platorm le Fridd

Programmble Gate Arriy (PPGA) The FPGA resource requivements are feported und the mathodolesy employed for the sysiem destign, verification and implonentation is described

Das of al $|23|$ presented an evoluionary apprasch io develop software ensuring mformation sccarity in 2007, The system used two siphering techniques. Realsive positional substituison based on prime-nonprime of ctuster and Trunguatar enerypuion texhninue. The evolutinaary approach incrementally develops different versions of the system suondtly progressing lowards making final version deliverabie to the customet. Alowitg cascaded inplemenation of iwu technigues which required a lonyer kev space ensuring the key to be practically impossible to he hroken Both sechniques usod are block ciphers and of bit-level implemeatanon The okservation on the wed evolutianary agyroach is also presemed, statist the possible scope of having an improved performunce.

Paul. Dutis ana Bkattacharya [24] prescated a 491-bin ubsammon based block cipher which consitered a file to be encrypted as a sticate of bits. The cipber implements a storage efficient algotithm through which alony a memection in sizo has also heen achioved.

Pathl, Ditta and Ahatiacharya $|25|$ prevonted a suhtitution-hased block eipher which considered if file to be encrypted as a stream of hits The-spher inuplenents a storage efficient aigocuthn using nop-Boolean operations thmagh which of reduction in size is slse schieved ill addition to encryption:

Cryptographic circuits for smart cards und portable electronic devices provide user authemication and secure data communication. These circuits should. in general occupy small chip area, consume low power, bandle several cryptograptic algorilhas and provide accepable performunce Ratumumiss ard Lincy [26] prescned a bardware implementition of three standand cryptograptiw algorithms on a imiveraal anchitectire the inicro sodel eryptosraphy processor targets smarr cards applicauion zad imploments both private key and putioc key algotithms and meels the power and performance spectricanon
tha and Mandal [27] proposed I symmetric block cipher lecfmiqte in year 2007 The technique considered a message as hinary smime on which a cascaded recursive key rotation of a session hey and addifion offblocks (CRKRAB) is applied. A block of ' $n$ ' tais as taken is mpat sream, where ' $n$ ' vanes ffom 410256 , from in contimpews stuwam of bits asd the technique operates on it in rwo phases, in firs phase ptain text ar charypted by using recursive key cotation of a session ley and then encrypr the ouput in the second phase to generate the intermediato encrypted stream tsing addition of blecks. The same operation is performed repeatedly for differen biock sizes as per the specification of a sessian key of a session to generate the linal encrypted stream th is a kind of Hock cipher and symmetric in bature
bence, decoding 18 done followmy the same procedure: A comparison of the proposed technigee with the existing and industriaily accepted RSA and TDES has also been donc:m terms of frequency sisstribution and homogencity of source and encrypted files

Jha and Mandal [35] proposed a symmetric block cipher technique in year 2007. The teclonique comsidered a message as binary string on which ie recursive key totation (RKR) is applef. A block of ' $n$ ' hits is iaken as inpui strean, where ' $n$ ' varies from $\$$ to 256 , from a cumtimucus strearn of hits and that technique operator on it ws generate the intermediate encrypted stream. The basic charactensuc of thus RKR tectumpe is the use of a key value. This technique directly involves ull the bits of blocks in a Boolcan operauon. The same operation is performed repeatedly for different block sizes as per the specification of a sessioe key of a session to genetate the final encrypted stream It is a king of block cipher and symmetric in natum heoce, decoding is done following the sume procedure A comparisod of the proposed uechnique with existing and industrially accepted RSA has also been done it terms of frequency disirturion and honngeneity of source and oncrypted files

Aziz and Ikram [88] proposed an FPGA-hased AES-CCM crypto core for letE 802:11 urchitecture. The widespread adoption of IEEE $\$ 02.11$ wircicss networks fias brought its secarity paradigm under active research. One of the imponant research areas in inis field is the realization of fest and secure implenentutions of cryptographic algotithms Under this work: implementation has boen dooe for Advanced Lincyyption Standard (AES) efficient and fow power Ficid Programmale Grate Arays ( FPGAsy whereby compunitionit intensive cryptographe processes are offloaded from tbe man processon thus reults in metheving highs speed secure wireless connectivity. The dedicated resources of Spartan-3 EPGAs have been effectively utilized to develop wider logic function which mumimizes the critical paths by coufining legec to single Confumable Logic. Block (CLBL, thus improving the performance. densiny and powe consumption of the design. The resulaw design consumes only A Block RAMs and 48 र Slices io fit both AES cores andit in key schedulingh

Chen el al 11031 analyzed the recomfigmable design principles of pubtic-key cryphography and the characteristucs of modtular anthmenc. teration process According to the cinalysis of resuits. a structured-adaptive reconfigurable modular arthmetic umt for Pablickey crypography has been implemented. where inclitecture is able to support security paameters of both RSA and ECC (Fp) algorithme Based on © 18 micrometer standard celllibrary, ibe stes of the chie is only $42000 \mathrm{~mm}^{2}$ Sirmulation vesulty of post-5ynthesis indicate thui the maximum operatims ditock flequency is 103.8 MHz the 1024 -bin RSA modalar
exponential operation penod us about 45 ms , and the 192 -bit ECC (ip) pont multiplication perimd is 17 ms on average

Lim and Plilitios [113] presented anew residue mumer system implementation of the RSA crypossysem The system rum on a low-area. low-powet microprocessor where if has been exanded with hardware support for tesidue urithmetic When compared neaind it baseline implementation which uses non-RNS unultafrecision methods. the RNS imptementation executes in 67 T\% fewer clock cyctes The hardware suppon requires iz \% \% more gstes than the base pmoessoc curt

Reherio and Mukhopadhaya II proposed an efficient huh speed implememation of an elliptic surve crypto processor (ECCP) for un TPGA platorm in the year 2008. The maits optinizatian soal for the ECCP is efficieni mplementation of the impentani underlying finite field primitives fanmly mafiplication and inverse. The rechaigue proposes maximum unilizatind of PPGA resources. Additionally improves-stheduling of ellipsie curve ponit srithmerce reailts. It fower ummber of regrace files reducom the area required and the oriticat delay of the cikcuat. Through several comparisons with existng work it dempnssrate that the contbination of the above fectuiques helps realization of one of the lisses and-compact elliphic curve crypto processor

Online ciplers ane thase ciphurs whase plaintext case be computed in teal time by issing length peservative eneryphos ajganthat HCBCI and HCBC2 are swo lnown exainple of hash hased chaining of online hlock ciphers The first constnuct is secute magainst chosen plainexy attack whereas the taer is-secure against chosen cipher text ausak Mr Nandr :2! provided mimple securuy anilysis of these onfine tiphers. Authors aliso proposed two new more efficient chosent ciphettexts secure onime cipisers modified-HCBC (MHCBC) ind inodilied-CBC (MCBC)

The tiny Ensryption-Agoritim (TEA) Jas been developed as simple computer prospram for encocymion Kaps [3] zave the first design space exploration for hardware implementatoo of the extended tiny encrypion algoithon it pasems efficient implementation of XTEA on FPGis and ASICs for ultra low power implementation

Datiel thd Peter [4] presemed speed fecotds for AES software laking adyantage of inchnecture-depended reduction of instructions used to compute AES and inicro-archifecture dependent ieduction of eycles vaed for these instructions A wide venties of comnson CPU wrhitechures - amdG4, ppc12 spargv9 and $\times 86$ - are diseassed in detzils, along with severa! specific micro-architectures

Gorski and Luks [6] presented in the year 2008 the two new ariacks on round reduced version of AES suthors presentod first application of the relared key boomeramy samek on? and 9 raunds of AES-192. The 7-ruund atial requires enly $2^{18}$ chosen plaintuxt and ciphe-
 lenves datin complexity of $2^{67}$ chosen plantexis and cipher:exts using about $2^{6 i n}$ emcryprion to break 9 rounds of AES-192

Recently the suncen of proxy te-cicryption bas been shown sery useful in a numben of applications, especially enforcing accest control policien lo exising proxy ie-cricryption schemse the delegates cat decrype all cipher-texts for the delegator after ro-encryptian by the poovy. Comotuenty in otder in inplement fine-graned ascexs comrol poticies, the delegator need to Enther ise mudtiple key pairs or trust the proxy to behave fonnstly, Tang |8] extended tus concept and proposedtype hased proxy reetecryption, which enabies the delenator to selecfively delegates his decryption nuth to the delegate which ouly meeds ouc key pais As a resuit type-haved proxy se-entryption cnables the delegatof to mplement finegrained policies with one key pair without any additional tmat on the proxy. A security model
 Author proposed Two type-based moxy To-ancryption schemes me is CPA secure with apher-tex privacy while the otber 15 CR A secure without cipher-text privacy.

Tha and Mandul 1331 proposed a symmetric hlock ciphen fecturique in yenr 2008 . The tecbnique considets a inessage as binayy string on which a CRKRKA is performed A block
 of bits and the iechnique operates an it to generate the inturnediate gncrypod stream. This technique dinsely involves all the bits of blocks in a Boolean operwion and a session key The smac operation is porfinmed repeatedly for different fhlock sizes as per the specification of a session key of a session to generme the final encrypted stream it is a kind of block capher and symmetric in nuture hecee, decoding is done followitg the same procedure A comparisos of the pronosed rechnique with exiating and industrially accepred RSA and TDES tins also boen dore in terms of frepuency distitution iend nob-homomenciry of source and encrypted file

The and Mandal $\{37 \mid$ proposed a symmetric block sipher techmiqne in ycar 2008 . The fechuique comsiders a message us bunry sming on which Cascaded Recursive Buwise Operation and Carry Addition on Biocks (CRBOC AB) is apphied. A block of '0' bits as taken as it ingut streant, where 'ut varies from 4 to 250 f from a continuous suream of bits and the iectinique operates on it to generate the iniermediair encrypted stazan Thie basic
churacterisue of CRBOCAB technique is the ase of a carry in second stage The tectnique directly wyoives ail the hits of blocks in a binary addition. The same operation is performed repestedly fot different block sizes as per the specification of a session keve of a session to generate the final enerypted stom it is a kind of bock cepher and symuserric ie nature hence, decoding is dane following the same procedure A campatison af the proposed technique with existing und industrially accepted RSA and Triple-bES has also heen done in terms of frequency dissribution and homageneity of suurce and encrypted. त̈les

A highly yecure symmetno stream ciphering technigue based on hopping of chaouc maps and orbits is introfuced by Nasir and Zcin [52] The chactic logissic and quadratic maps used to generate the ciphor. while the tent map is used genonte map hoppinie sequence The key determines the /nitial condations, otbita, und otbit lioppinu paterss There are eight aiphor-genersting maps. Fach has sisteen artats Thie streans eipher is produced by hoppiny between both mups and arbins. Detailot examples ure provided: The resplis show dam thes echmque is hagthly promanigg

A movel approach for design of stream ciphers based on s cominination of pseufotandomness and randomiess is proposed by Mihuijevic and 1mai $\{53\} \ln 2008$ The cote clement of the approach is a pseatn-tunform embedding of the caudon bits into the cipherIexs. This smbedderg playe a fole os a limomoponic enoodine and implies an addhuenal communiautish overhead Before its output tis the puhlic cominumication chamel the ciphertext with the embedded random bits is also mitemionaly degraded via 319 exposure 30 a moderate notsy symmtric shatnel The proposed design has potential of providing that complexny of recovering the secres key io the known plaintext attacking seegatio is close to the complexity of recovering the secret key vid the exhaustive search Accontingly, the proposed approach can be considered is a thede-off beween the ingesaed security and decreaked commumicalian efficienty

Paul, Shnia and Bhamacharya $|89|$ presented a substimition-hased hock cipher that considers a file ith bo uncrypted as an bit-stream. The copher implements a sporage efficient ughonthin through which aiong with encryption a reduction in size is utso achieved. As encryption is done at bit label, this algorithin can be implemented on any kind of files A tendency of increase in execution time is-pbserved The proposed techusque is compared with the existing Intemutional Daia Encryption A(gorithm. (IDEA) with rospert to execution hime and degree of mon-bamoyencisy \& generaiized expression for the key opnce is formularizod

A nowel programmable securily processor for exyptograply algorithus presemed hy Han ef al (97) The 16-bir ientrit RISC-ike insmuchon ser and 3-stage pipeline provide fow
code denkity, low hardware cost and low power consumption Paralled on-chip lookup tatiles are integrated ta obtain satisfactory performance of aryptographice processiay Chinest wireless tocal area networl'bleck ciptor standati-SMS4 and NISI ancrypoion-standard-AES are implemented in lins processor, and in is the first mplemertution of SMS4 boned on II domain specific programmable processot To resist external attack on memones a mechod for secure storape of round key is also proposed

Saramt suit Khonidrain |28! in $2000^{\circ}$ yresented an in-depth juxtaposition of RSA and Ellipric Curve Cryptossstem (ECC) and prowided an overview of the different thide-off imvolving in choosing between cryptosystema based on them Auhins offer zCC as a witable niternanve to RSA Authors also presented expermantal results quantifying the berefits of nsing ECC for public-key cryptosystem

The security of Xwindows is usizally divided ato anthemicationamphonzation of conncciens, and auhborization of Xclient interactions The first issue han been well-addressed in Vesearch dirtugh mechamism such ise xhost and xwith tuppuluri et al [31) discussed the approaches to the last issue oee of anhorizatione. Authan pesemted taxonomy of differeut approach ant disenss the offectiveness of a light-weight mechanisim

Dunn and Mandat $[34]$ presented a 523 -bit privac key hased thlock apher in the year 2009. RSBP, whech is capable of encrypting files up to 11 Min it is formutated on the bass of hase-10 value corresponding to a hlock of hits, which is to be checked if it is pime or bol: If feults to as alectaion of size for file being encrypted its executable performance is salyzed on the basif of exeention thate graphical layout of ftequency disuriturtain of characters and Chi-Spuame satues for saryme degoecs of freedom RSHP is found to be highly compurable with exisumy dyptorystem

Lanif. Matiboob and Tkram [61] proposed in parumeervzed dengan of modutan exponentiation on reconfyarable plattoung for RSA eryptograpbic processor Modual Exponentiation is at the lieart of various arithmefic utchitectuies used in most Public Key Eryptography atgarithins Modular Expenaniation of large numbers requices excessive pencessing. An efficient imploumuatinn of Modular Exponentiation may help oversame the specat issums of Puhlic Key Crypograply in thas wok the Hast promining tectrique of Monggnery modular exponentiatuo unal is ophimizaions have been deeply explored Authons have been abje to achieve performances which wre beter than curlicr published results Full bit lengit motulat exponeatiations with diftercht word suyts and radices are inplemented and there tesults ate shown.

Ping ef al [71] proposed a key managementr scheme for ad-hoc nefworks in the year With initial trusi in the system model \& liew ldenvity-bised distributed key mungement schenc has been propowel Veriftable secrel sharing techiokggy uid blind short thenatares are applied Thus that acheme. The scheme is composed af sysems initialization update of a node's getivate key, share reffeshing of systemr private key, discover of malicious nodo ned key revocauon The model with inutial must makes the schemp more scoure. The overhead of storage, commumication and conyphation are reduced sonce the identity-based puiblic key system is used the verifable secred share techoology effectively prevems the node from behaving dishoneatly The update scheme of a node's private key porovides mutual suthenticatiae. The blind shert signature ensutes the share of frivate dey can be traismited is the ansecured channel The key revocation is simple and comvenient since the valid time ts added to the key The amalysis shows thus the schuane sutined nat ouly provides greater security, but atso imqroves the efficiency than previous scheme for ad foo networks

Ghosh anil Paul [90] presented a process hy which one can secure any kid of file The newly developed encryption algorithm is presented in ilhis paper (With felp of generated
 source strean or plain lew sarget suzain of entryped towe will le generated and decrypted fext will be gotien ori the applying the reverse process. The algonthin can be anplemented in any kind file as it is implemented in bir-levet The strengeth of the rechmque bas been analyzed in this paper

Pal and Mandal $[931$ proposed a fous stage characterfibit level encoding Iechnique (RBCMCPCC) where the first thice steps thile input hook of fongli 128 bil 192 hit and 256 Det, rospectively, and geverate internsediate blocks of the same lengths using identical letgrths of keys-in exch step. The fourli stage getnerater fizal cipher blocks based on tanitun wesion keys Befors execotion of the fourth sage, all 250 hit blocks are passed through the chnining process to ensure the generation of nob-tdentical imennedtate ateam: A iwo dimenstonnl matrox hased subsitunor and folding aperanon is performed in the first stage of encryption. whereas a three dimensional matrix based permutation and sabstitution operation is done in the next sage. Agait. i four dimensional unatrix oricoted substitution and tramsposition operation is applied in the third sagas. Fimally, wrampue operatioe is dene to produte the sipher toxt Toe expound the eflectiveness of the algorithm, the obtained results are compared whir BAM, TDES, CTSCCT and HSA algorithms.

Lamba [54] proposed at design and analysis of stream capbers for Detwork security in the year 2010. This paper mainly analysis and describe ihe design issue of stream cipliets in

Nework securty as the streams arc widely used to moneecting the privacy of digual Infiormation A variery of attacks abainst-strean cipher exast; (adgebruic and wo ob) These attacks have been verv successful against a variety of stream ciphers. So in this paper efforts have flees done to deugn and malyze streatu cipheri The mann contribution is fo design bew steam ciphets through analywis nf the algebraic immunity of Boolean fantions and S-Boxes In thas paper, the aryprographic properties of nom-tmear transtomation have been ased. for destaning of stream ciphers Many LFSR (Linean reedtack Shiff Regisser) based stemm ciphers use non-litese Boolcan function to destroy the linearty of the LiFSR(s) outpus. Many of these designs have been lxoken hy atgebraic autacks. Hexe authors analyzed a popular und cypiographically significane dess of nontimear Bowlean funcisans for their resistance to alechraic anawls

Chen and $\mathrm{Gip}|56|$ proposed a novel strentr cipher in the yeat 2010 - Peformante and key randomness are wo key issues for This sheam cipher systems. In this paper, a Lightweight straan crpher with goodf tandomness of key strenm has been proposed. It wilizes a boyel molef uaned ifee parity teachine to generate streants. The mose superiotity of this sebeme is that 128 hins temhl be penerated based on one lime of stitue iotation. ind it oasses the Fill EVT tandamess. vest Then iumplementanoi of the propased scheone for wirless sensor networks. TinySutam hir been presmeti. TinyStrom is bised an Timy Sec protocals and conststs of 65024 bytes ROM and 1659184 bytes RAM Due to smple simetate wat sanil compination TinyStream is consicered to be good for secure commumeanum applications in the resource constraint based WSNs

Seratt card is usell morasingly and widely, secmity becones a primary issue for isformation umisalissiou. Public kev cryptographiy is the main directions of rescarch in samatt card merymtion, Analystis of the primiplas of public key crypungraphy, illustates two typical cryptogruphias R8A and ECC by Peng and Fang fGe). Moreover, comparisens and discussions abour public key syes and the securiay ergrined of these iwo axpeggninh frotocols In the case of ECC's with smuitur keys to proyide high security and high speed in II W. Windwidth this pinier selected ECC cryptopraphio protocol to unpiement the sman cand exaryptiosi

A frase public key algorithrn of Kmasack rype has been proposed in the year 2010 hy Thang and Xialia (04) Public key ayplography sysem is an onily suceessfiai in protectun the confidemalioy of intommation manmissim, Buts also of good soluting io the key management issues hiowever, almoss all knapsack-type public key cryprogrsphy laas bocn provet unsale This paper unalyzed and improvect an easy sofution of kapseck problem
based on the Fast public-key cryptographic algocithm An improved alyorithm is proposed due to tigh density backpack so that it canresisa the low-denisity subset and uttacks: Analysis shows that in the gremise of almast same efficiancy of encryption and decryption the improved algorithm is bettec than the sriginal algorithm in kocurity

An enhunced FPGA maplementation of the lamminghitd eyprographir alsorithne is proposed in 2010 by San and Nuray 1801 Hummingiond is a noved stira-leghitweight. ctyptoghaphic afgotithm aimang af resouree-comstramed devices in this work, un cnhmeetf hardware implementration of the Huminiagbird eryptograplic algorithm for fowecost Spartan3 PPOA family The enhniremem is due to the introduction of the congrocessor approseh Itis seep that ail Vintex and Spartan FPGAx comsist of many Einbedded mumory bfocks and mis work exploces the ust of thene flanctinal blocks. The intrinaie surialise of the aluotitues is exploted so duat each mep performes juse one opemuion imi the date. Authons comparod the performance resutts with onther reponet +PGA Implememumions if The lighweight ceyptograpitic slgotithis. This work presents the smitlest and the most efficiom FPGA implememation of the Hummingifid cryptopraplic algoritbin:

The puocept of bumy bed arithencic is usid in generate Wock cipher propoacel by Pol und Mandal 194 in 2010 Thn tembuqum comnits of five suges. Where ine each of first four
 is used. The lengths of anput and ourput blocks in These for sexyes are itemial and they are
 operation which thay joincrate cipher block of lengtb different frotu-is input in most of the eases the proposed alyntithm generates space efficient ciplier. At the time of docrypliee. it set of session keys are used in commotion with tite user irpuc key

A thame based symumate key erypography algaithm lans beea propased in the yant 2017 by Mandal und Paichoolhairy \{39) There ane hage mamburs of alyorithms nualable in symmetry key block eipher Alf these algornhers have been used sifter complicared keys to produce ciphter lext from phain text of a complicated sagerithms for it. The fevel of secursy of all alporithins it dependent on either mumber of iterations or length of keys In thie paper, a $5 y$ mutry key block cipher idyorithan liss bern preposed to enerypt glain text into cipher text or vice versa using a frome sel A compataive sudy have beenmate with RSA, DES, BEA BAM und orber alyorihms with Chispqure valte fermurncy distibutiom bif तaita to clsect the security level of proposed slyoritum Fimaily, al companson fiss focm made for time complexity for encryption of plam text and decryption fiom capher texs what the welt-known existinu ulgotitm

A linear cryptanalysis of block ciphers has been proposed in the year 2011 by Bogdanov and Rijmen [48]. Linear cryptanalysis, along with differential cryptanalysis, is an important tool to evaluate the security of block ciphers. This work introduced a novel extension of linear cryptanalysis - zero-correlation linear cryptanalysis - a technique applicable to many block cipher constructions. It is based on linear approximations with a correlation value of exactly zero. For a permutation on $n$ bits, an algorithm of complexity $\mathrm{O}(2 \mathrm{n}-1)$ is proposed for the exact evaluation of correlation. Non-trivial zero-correlation linear approximations are demonstrated for various block cipher structures including AES, balanced Feistel networks, Skipjack, CLEFIA, and CAST256. Using the zero-correlation linear cryptanalysis, a key-recovery attack is shown on 6 rounds of AES-192 and AES-256 as well as 13 rounds of CLEFIA- 256.

A differential cryptanalysis of block ciphers has been proposed in the year 2011 by Blondeau and Gerard [50]. Differential cryptanalysis is a well-known statistical attack on block ciphers. Authors presented a generalisation of attack called multiple differential cryptanalysis. Authors also study the data complexity, the time complexity and the success probability of such an attack and it is experimentally validate the formulas on a reduced version. Finally, authors proposed a multiple differential cryptanalysis on 18 -round PRESENT for both 80 -bit and 128 -bit master keys.

### 1.3 Problem Domain

Campbell [101] proposed a microprocessor based module to provide security in electronic fund transfer. Electronic Fund Transfer (EFT) is expected to grow in importance and to result in national interchange system. The potential for fraud in EFT is quite significant, and can be prevented by the use of cryptographic security techniques. A microprocessor based security module has been developed which serves as a CPU peripheral to perform all cryptographic functions which an EDP facility requires to secure its EFT operations.

Computer communication systems, local-area networks, interconnected local-area networks, and electronic mail systems are playing an increasingly important role in office automation, telecommunications, and factory automation. A microprocessor based cryptoprocessor has been proposed by Schloer [104]. Recent advances have made the technology of cryptography a viable tool for providing security. The DES-Data Encryption Standard as well as public-key systems have also been used extensively. The overall system structure and user
intorface along whth an overvicw of cryptography und a review of the design considerations are also presented by the author. The performance parameters like non-homogencity lest, frequency distribution graph are not evaluated in this paper

Duta and Mandal [12] proposed a bit-level secret-key block cipher which follows the principle of substitutioni in 2004. Avalunche ratio tes is not calculated in this paper Sinhat and Muadal [17] propased a novel hlock cipher based on a microprocesser systen where the encryptian is done itrough Overlapped Modulo Arithnetic Tectuique (OMAT) in 2004 The non-bomogeneny test calculated in this paper is not good tha. Mandal and Sthkya $|\$ 30|$ described a bit level symmetnc encryption leclimique through Recutssve Trunsposition Operation (RTO) in 2005 to enhance security of transmission. Agsin avalanche ratio test is not calculated in this paper Jha und Mandal proposed an wimetric block cipher $[13\}$ it the year 2006 The technique considtred a message as binary string on which a Cascaded Reoursive Carry Addinion and Key Rotation (CRCAKR) is applied The key lengits cilculated in thes paper is not I28-hìs which now considered a secure key length Jha and Mandal [27] proposed a symmetric block ciphor technope in year 2007 . The techmique conssidered a messige as binafy string on which z cascaded recursive key rotation of a session key and adilition of blocks (CRKRAB) is applied. Sha and Mandal $|35|$ proposed is symmetric block cipher technque in year 2007 The hatdware performance parameter like HDL synthesis is nof tune it this paper. The techtriqae oconsidered a mesuge as linary string on which a recursive key cotation (RKR) is applied tha and Mandal [331 propoosd a symmetric block cipher techmque in year 2008. The vechnique considers a message as buary siring on which a CRKRKA is performed. The lechuigue liere $n$ not heen implemented in ether in microprocessor based systems or FPGA liased systems, Jha and Mandal [37] proposed .n symmerric block cipher technique in vear 2008 The tectnigue considers a messuge as bitary string on which Cavcaded Recursive Bitwise Operation and Carry Addition on Blocks (CRBOCAB) is applied. Time- complexity like encryption time and decrypion lime is found to be tion katisfactory in this paper

These ten references given bere specify the problem doman as folliows

- Mienoprocessor can be used to develop erypto hantware orr crypho procesons fis secute dectomis. find uansfor of as at embeided system to be used for sucurity purpose:
- FPGA can be used to develop crypto hardware or crypto processor for secure electronic fund transfer or as an embedded system to be used for security purpose.
- Develop such techniques which are faster, and this can be achieved by using microprocessor based techniques and FPGA based techniques.
- Develop such techniques which are simpler which means techniques with low computational complexity.
- Development of Non-Fiestel block cipher [150] but still with good cryptographic parameters.
- Development of symmetric block ciphers that is the source stream repeats after some number of iterations.
- The cryptographic parameters like non-homogeneity test using ChiSquare test, frequency distribution, avalanche ratio test and key length have been achieved to satisfactory level in this thesis with respect to RSA.
- The algorithmic parameters like encryption time and decryption time has been achieved to satisfactory level in this thesis with respect to RSA.
- The hardware parameter like HDL synthesis report (both timing and component) has also been achieved to satisfactory level in this thesis with respect to RSA.

Therefore, the problem domain is to develop efficient microprocessor based techniques and FPGA-based techniques to be used in embedded system.

### 1.4 Proposed Methodology

Any mechanical or electrical system that is controlled by a computer working as part of an overall system is called embedded system. A general-purpose computer is made to perform a variety of functions. An embedded system, which may contain a high performance CPU than in general purpose computers one, has a set of specific tasks for which the system is made.

Embedded systems have grown tremendously in recent years. There are three important reasons of this.

First, integrated circuit (IC) capacitien have increased to the point that hoth soflware prosessers and custom slandware processors now commonly coexist on a single IC

Second, quality compilers und program size increases bave fed to the common use processor independent $\mathrm{C}, \mathrm{C}++$ and Java compilers and integrated design platforms in embedoded system design

Third svnthesis fechnology has advanced to the point that syathests tools have bocome commmplace in the design of digital hardware

Synthesis tools nchieve nearly the same for hardware design as compiters achieve in software dosign They allow the designer to desorite desired functionality is high-level programming fanguage, and they the anomatically genesate in efficient custom-hardware processor implementation

Firstly, the performance of the algoritums is ofien crucial One needs cncryption aleorithis to rum at the transmission rates of the conmunication linke Slow rumuing eryplographic aleorithms sranslate into consumer dissatisfaction and miconvenience On the other hand, fast pantin! macrypion mighe mean high praduch costs simce tratittonally, higher speeds were achieved throcigh costoni hardware devices.

Secondly In addition to pertormance requirements, yearamering security is a Formidabie challenge An encryption algonthm mumngy on a general-purpose computer has only limited physical secutity, its the secure storage of keys in memory is difficult on most operating systems Oit the other hand, hardware encryption devices can be securely encapsulated io prevers ataskers from tamperinte with the system. This, customs hardwase is the plationt of choice for security protocol designers Hardware solutions, however, come with the well-bnown drantorck of redaced flesititity and potentially high costs Thes drawbacks are espectally promunemt in securigy applicatons. which are destgned usung new security protocol paradigms.

Many of the new secirity protocols decouple the choice of cryptographic alyorithm from the design of the protocol Users of the puntocel negotiate on the choice of algorithm to inse for a marticular secure session. The new devices to suppot these applications, then must not only support in single crypiographic algonthur und protscol, hut alse must be "ilgorithin agule" that is able to select from a vanety of algoritims For example, IFSec (ibe sevority satadard for the internet) allows to choosing out of a list of differen symmertic as well asymmetric ciphers. Some of the bymmetric-key algotithins are DES, 3DES, Blowfish. CAST, IDEA RCA RCG, and no on Thus, software based systams would seem to bea heter fit because of their flecibility However the security engineer in faced with a difficult choiec

Fortunasely, many conbedded processors combine the flexibility of software on tenerni-porpose computers with the near-hardware speed and better phiysical security dhan jeneral-purpose compuners

Embedded processors ate already an imegral part of many communicatiots devices and theis imporance will contime to tncrease Counhine this with their flexibibity to he programmed and their ulility to pesforas arithmetic operations is moderate npeeds, it is easy to sec that they are a very promising platform to implement crymographic algorithms

Here. the focas is on the basucs of cryptography and the implementation of eryptographic applications on embedded system: Th Section 2, in introdaces the gencral theory and concepts of symmetric-key and mublic-key cryptography as well as the operations. which are mest commonly performed lt will be shown that public-key operations are verv compuatianally intensive asid therefore require platorms. which have stomg arithmetic capabilities In Secrion 3, a mavey of prevous cryprographic inplementatkas on enbedded systems as presented, as well as some of the charactenstics of the proposed algonithms. An averview of impiementations of symmetric-key and pubsic-key algorithms is given. Fimally, it ends up with some conclusions

The fichid of efficient algorithms for the implementaivon of cryptographic schemes is a saly active ane. However, essontially ull eryptugraphic researchi is being conducted independeti of hurdware platforms, and litile tesearch focuses an algenithan optimizatian for specific processors

Crypto sigorithm can be implemented in either hardware or spoftware it is tarly =asy to implement crypto whontims in software, but such approach is typically too slow for toaltime applications satch as ssorage devices, embedded system, ste. Hence. for these kinds of applecations furdware always uppears to be the uhimite choice of implementation As coprocessory they zan nffload time-cossuming aleorithos and reduce the conmpuation bothenack (f.ejla of al. 2003) For any same openation and fimction, hardwate implementanons will always ouperiorm mplemenation in umis performance Crypio hurdware accelerstofs iure not only faster in general, but also offer at the same tine more Intrinsic security. Unlike software implementations, crypto hardware is resistant to physical tampering. This is ine of the mest important features of the erypio hardware In addition. crypto harduary also camot be clmed asaily, hacked, nodify, utc. Therefore, it is suithole io be used in many of the criticil real-time applications,

### 1.5 Salient Features of the Thesis

The detailed study in literature survey reveals to me the following facts:

- Most of the algorithms/techniques implemented are software based; my intention is for hardware implementation for high speed, low area and much lesser power consumption.
- It is also learnt that still today most of the low end embedded system uses microprocessor as a driving device, so the candidate has also opted for microprocessor-based implementation.
- FPGA is the future of embedded systems and a lot of research is still awaited in this domain, so the work is a step towards the same.
- Most of the algorithms/techniques devised are based on Friestel block cipher [121, 122]; the proposed work is to design non-Friestel ciphers with better cryptographic and algorithmic parameters. These designs are suitable for embedded systems.
- Since symmetric ciphers are much faster and simpler design than asymmetric ciphers having the same properties so my design is based on symmetric ciphers. Symmetric ciphers are also suitable for embedded systems.

An embedded system is a special-purpose computer system designed to perform one or a few dedicated functions, often with real-time computing constraints. It is usually embedded as a part of a complete device including hardware and embedded software. Embedded systems many of the common devices in use today. Embedded systems are commonly used in today's world ranges from portable MP4 player to most common mobile phones; others are iPod, DTH and many more. An embedded system is a combination of hardware and software that may have some mechanical components to perform some specific task. Embedded systems consist of small computerized parts within a large device that serves more general purpose. The programs and instruction written for embedded systems are called firmware and are stored in read-only memory or flash memory. In today's world the use of embedded system is common in everybody's life. Hence, the security concern in embedded systems is growing in exponential terms. Cryptography is one of the ways to provide security
in these embedded systems. So, the realization of this goal can achieved through microprocessor based solution and also fast growing FPGA based solutions.

Any work is to be accepted widely requires some betterment than the existing systems. In this research work the devised techniques are compared with existing and industrially accepted asymmetric block cipher RSA (Rivest-Shamir-Adleman). Finally a security model is proposed in the end of the thesis. Thus the proposed work can be summarized as follows:

- To devise symmetric key cryptographic technique. As symmetric key cryptography is faster than that of asymmetric key cryptography which can be used for embedded systems. Symmetric key cryptography is also suitable for encryption of large data or files.
- Then these techniques are compared with existing algorithms such as RSA. The parameters are Chi-Square value, Frequency distribution, Encryption time, Decryption time, and Avalanche ratio.
- After satisfying the above parameters a set of techniques are then implemented in 8085 Microprocessor based systems.
- Again satisfying the same another set of techniques are then implemented in FPGA based system, both for the use of these techniques in embedded systems and also in general purpose computers.


### 1.6 Organization of the Thesis

This thesis consist of three parts, the first part is from Chapter two to Chapter three which contains two proposed microprocessor based solutions, in the second part from Chapter four to Chapter nine which contains a different set of six proposed FPGA based solutions and in the last part from Chapter ten and Chapter eleven models are proposed and conclusions are drawn.

In this thesis following eight new techniques are proposed:-

- Modified Recursive Modulo-2 ${ }^{\text {n }}$ And Key Rotation Technique (MRMKRT)
- Recursive Transposition Technique (RTT)
- Two Pass Replacement Technique (TPRT)
- Triangular Modulo Arithmetic Techuique (TMAT)
- Recunsively Oriented Block Addition and Substitution Technique (ROBAST)
- Stume-RAT (SRAT)
- Triple Sagacious Vanguish (TSV)
- Forward Backward Overlapped Modulo Arithmetic Techoique (MFBOMAT)

Amony them MRMKRT and RTT are for mbroprosessor based implemenations and TPRT TMAT, ROBASF, SRAT TSV and MFBOMAT are for FPGA based implententations

Chapter two contains a proposal of microptocessor based solutions. In this chapter; il nevepl block cipher hased ou a micropriscesson system has heen proposed where the enaryption is dene through Modified Recursive Modulo-2n and Key Rotation Techaige (MRMKRT) | $|43|$ The origimal message is consitered as a stream of hits, which is then divaded imte a mumber of hlockx each containing in hits. where $n$ is any one of $2,4,8,16,32$ 64. 128, 256 . The rwo adjacem blocke are then sdded whery the modalus of midition is $2^{2}$ The testliteplaces the second block, firse biock remaming unchanged. After that the whote stream of bits is circular leth rotated. The modulo addition has beet imptemented in a very simple manner where the carry wat of the MSB is discorded to get the reselit. The technique is appliect in a cascaded manue by varying the block size from 2 to 256 The whole teutuique has been implemented itrough a microymocessor-fused system by using a modulo salutaction technsque for decryption

Chapter three is the final chapter based on microprocessor based cryptosystem: This chaptet contains a generalized approach towards e-Socurity through a novel variable length block cipher basod alyorithm termed as Rectusive Tramsposition Techmique (RT1) [135] The plain text is considered as a stream of bits, which is then divided imo is unmber of blocks ach eonesining 5 (vatidhte mimber of bits) hits $A s$ it is a geeesalized appreach so, $k=2$ * $n$ or $\mathrm{k}=\left(22^{*} \mathrm{n}^{-1}\right.$ ) that is even or odd numbers of bits per Block, where $\pi=$ fset of positive Integersf: A matnx is consutued taking rwo sdjacem btocks then the wo adjacent blacks. are XORED and the result is replaced with second block, the firse block remains unchanged The same process is repeated for whele plain text The technique is implenetited in both imieropoocessot-based system and in bigh level programming-langaage This technigne is simple and a congurable resuli hai been found This proposed technigue shown mare improvement is fistemgeneous poitn of vow than MRMKRT

This Chapter four deals with EPGA-based solution It's a generalized appooach Iowards digital content presection through a niwel block cipher based algorithm called Two Pass Replacement Technique (TPRT) [ 132 ]. The digital message or plain lext is consideted as 2 stream of bits, which is then divided imp a number of blocks, each comtaining $k$ bits. As If is a generalized aqpirach so, $k=2^{*}$ nor $k=(2 * a-1)$ that is even or odd mumbers of bits per block, where $\pi^{-}$iset of postive insegers:. The two adjacent blocks are XORED and the resulf replaces the second block, the first block remains unchanged The same process is repeated in whole message The same round is again done in reversible manner that is the resils of XORED operation between the last block and $2^{2 d}$ last block replaces the second lasl block. The technique is implemened in both FPGAFbased system and in high level programming language

Chapter five describes al block cipher based new cryptosyssem has been proposed whero the encryption is done through Thangular Modulo Anithmetic Technoque (TM/T) [144] which consists of three phases. The original inessage is considered as a sateam of bits In Phase I bit stream is divided into a mumber of equat size blocks. Then the Triangular alyorithe is perfomed on odd blocks |148, 149), where even Wlocks are remainume anchanged and rogether firm a het stenes If Plase 2 modulo anithmetis weration is performed on that bir streame which is divided into-in mamber of bbocks, each containing in hurs $n$ is $3^{k}, k$ ss $, 1,2,3$ and so on Then modulo addition is performed between first and second Wock and the content of the second block is replaced by the result, where the firsi block is remain unchareged This is continuing till the last block is changed and also for block swe in is 24.8 and so on In case of modulo addition the carry out of the MSB if discarded. In Phase 2 the Triaggula alggrithas is perfonmed on evers blocks but adil blocks are remaining unchanget and ikgether form outpur mream In case of decrypton, reverse ugorithm is used, where madalo subtractron lechmupe is pertormed insead of perionming moduto arthmetic rechnique

Chapter six peoposed FPGA based techmipue where a message is considered is a binary/sang on which the teclmique termed as Recursively Oriented Block Addetion and Sobssitution Technigue (ROBAST) | 1381 is applied. A block of m-thits is thken as an iuput stream, where it ranges from 8 to 256 - bit then ROBMST is applisd in each Block io generate infermediate steam through iterative process, any oere imtermediate stream is considered as at cipher lext. The same operation ts performed repeatedly on vatious bleck sixes It is an kind of block ciphet and symuetric in nature henee decoding is done in similar mantief This chapter also presents an efficient liardwate realization of the proposed
technique using sate-of-the-an Field Programmable Gate Array (FPGA) The technique is also coded in C programrnng \{129] langwage and Very High Speed futegrated Circuan Hardware Description Language (VFIDA) Vathous resatts and compansons have been performed againal industrially accepted RSA A yood result in terms of encryption time and decryptioe time las beev found lor this proposed technique, ROBAST than TPRT and TMAT

In Chapter seven, an itecative block cipher bused our rotaional addition lechmique and bunerfly-shumfe for configson and diftuston respectively has been proposed The design is an improvement over an existing destgn besed on just rotational addition technique, and a achieves dramatic improvements in terms of difiusion and runtime efficiency over the existing one, this technique is cafled as Shuffe-RAT (SRAT] [139] Efficient Hardware archilecture to umplement the mroposed design on FPGA, and perfarm VHDL-based simulation using Xitins ISF las lleen econstacted fere Using a C insplementation in software thus Tectmigue has also been compared with popular ciphere like RSA to prowe its competence This proposed technigue shaws improvemeats in Chi-Square value and in diffusion han ROBASF, TMAT and TPRT

Chapter cight also deals with EPGA-based solutione In this chasper, a new block dpher, TRIPLE SV (3SV $/$ ISV) (140), with 256 -bit block size and 112 -bit key length has been devised, Generally. steam siphers produce higher avalanche effect but Triple SV ahown a subsuantial reme in avalanche effect wath a block ciplerr implententution The CRC mode has been used to atrain figher avalanche effect The iechuque is umplememed in C and VHILL and has been tested for feasibithy. This tectnique shows a bigh value in avalanche rato in compared to SRAT. ROBAST. TMAT und TPRT

Chapter mine is the fimal FPGA-based solution, a new Cryptosystem based on block cipher hat been proposed in this chapter where the encrypitios is done through Modified Forward Backward Overlapped Modulo Arithnetie Technique (MFBOMAT) [145] The onginal message is considered as a s steam of bits, which is then divided into a number pf blocks, each contantuing in bus where a 15 any one of $2,4,8,36,32,64,128,256$ the first and tast bocks are then added where the triodulas of addation is- $2^{n}$. Tive resuh replaces the last block (say Nith block ferst block remaining unchanged (Forwand mode) In the next tuempt the second and the Nth block the changed Jock) are added and the renult replaces the sexond block (Backwand mode). Again the second (the changed block) and the ( N - 1 )th block wee added and the resilt replaces the N -linh block (Forward mode) The modulo addition has been mplemented in a very smple manner where the carry out of the MSB is
discarded to get the result. The technique is applied in a cascaded manner by varying the block size from 2 to 256 . The whole technique has been implemented by using a modulo subtraction technique for decryption. MFBOMAT is giving much better result in all respect than previously proposed technique.

Chapter ten gives cryptographic models for microprocessor based systems and FPGA based systems and conclusions are drawn in Chapter eleven.

Section I
Microprocessor Based Solutions

Chapter 2
Modified Recursive Modulo-2 ${ }^{\text {n }}$ and Key Rotation Technique (MRMKRT)

### 2.1 Introduction

In this chapter, a novel block cipher based on a microprocessor system has been proposed where the encryption and decryption is done through Modified Recursive Modulo$2^{\mathrm{n}}$ and Key Rotation Technique (MRMKRT). The original message is considered as a stream of bits, which is then divided into a number of blocks, each containing $n$ bits, where n is any one of $2,4,8,16,32,64,128,256$. The two adjacent blocks are then added where the modulus of addition is $2^{\mathrm{n}}$. The result replaces the second block, first block remaining unchanged. The modulo addition has been implemented in a very simple manner where the carry out of the MSB is discarded to get the result. After addition one bit left circular rotation is applied. The technique is applied in a cascaded manner by varying the block size from 2 to 256. The whole technique has been implemented through a microprocessor-based system by using a modulo subtraction technique for decryption.

For this implementation the stream size of 512 bits has been taken but the scheme may be implemented for larger stream sizes also. The input stream, S , is first broken into a number of blocks, each containing $n$ bits ( $n=2^{k}, k=1,2,3, \ldots \ldots, 8$ ) so that $S=B_{1} B_{2} B_{3} \ldots \ldots . . B_{m}$, where $m=512 / n$. Starting from the MSB, the blocks are paired as $\left(B_{1}, B_{2}\right),\left(B_{2}, B_{3}\right),\left(B_{3}, B_{4}\right)$ and so on. The MRMKRT operation with modulo addition is applied to each pair of blocks, the result replaces the second block keeping first block intact. After addition one bit left circular rotation is applied. The process is repeated, each time increasing the block size till $\mathrm{n}=256$. So, encryption is a process of converting intelligent message into stupid form. Therefore, decryption is the process of getting back the intelligent message from the stupid one. The proposed scheme has been implemented by using the reverse technique, i.e modulo subtraction technique, for decryption. The flow of the work is to first implement all the proposed algorithms in C programming, the test for feasibility using frequency distribution test, test for non-homogeneity, time complexity analysis and avalanche ratio test. Then the proposed algorithms are implemented for microprocessor and FPGA.

Section 2.2 described the algorithm of MRMKRT in detail using block diagram, section 2.3 illustrates an example, section 2.4 shows how modulo addition is being done, section 2.5 deals with key generation issues, section 2.6 gives the algorithmic analysis of the scheme, section 2.7 gives generalized routine as a microprocessor based implementation, section 2.8 illustrates various results and its comparisons with existing RSA algorithm and section 2.9 gives a brief discussions.

### 2.2 The Algorithm of MRMKRT

The algorithm of MRMKRT is based on bit level encryption technique. A plaintext is taken for encryption in the sender side and ciphertext is taken for decryption in the receiver side. It is a bit level cipher so, during encryption plaintext is first broken down into a blocks of bits, let $\mathrm{B} 1=\{\mathrm{a} 0, \mathrm{a} 1, \mathrm{a} 2, \ldots ., \mathrm{an}-1\}, \mathrm{B} 2=\{\mathrm{b} 0, \mathrm{~b} 1, \mathrm{~b} 2, \ldots . ., \mathrm{bn}-1\}, \ldots . \mathrm{Bm}=\{\ldots .$.$\} , so here each$ block is $n$-bits in size and number of blocks are ' $m$ ' then MRMKRT encryption is performed which is again combined, $\mathrm{C} 1\|\mathrm{C} 2\| \ldots . . \| \mathrm{Cm}$, here block B 1 is converted to block C 1 after MRMKRT encryption, block B2 is converted to block C2 after MRMKRT encryption and so on to block Bm is converted to Cm after MRMKRT encryption, hereto form ciphertext. During decryption ciphertext is broken down into blocks of bits, let $\mathrm{C} 1=\{\mathrm{a} 0, \mathrm{a} 1, \mathrm{a} 2, \ldots, \mathrm{an}-1)$, $\mathrm{C} 2=\{\mathrm{b} 0, \mathrm{~b} 1, \mathrm{~b} 2, \ldots . ., \mathrm{bn}-1), \ldots . \mathrm{Cm}=\{\ldots .$.$\} , so here each block is \mathrm{n}$-bits in size and number of blocks are ' $m$ ' then MRMKRT decryption is performed which is again combined, $\mathrm{B} 1\|\mathrm{~B} 2\| \ldots . \| \mathrm{Bm}$, block B 1 is regenerated from block C 1 after MRMKRT decryption, block B 2 is regenerated from block C 2 after MRMKRT decryption and so on to block Bm is regenerated from block Cm , to form plaintext. A generalized approach is taken for explaining the algorithm of MRMKRT.


Figure 2.1: Modified recursive modulo- $2^{\mathrm{n}}$ and key rotation technique (MRMKRT)

Figure 2.1 gives the block diagram of MRMKRT. The MRMKRT is defined with nbit plaintext which is to be encrypted, ' $k$ ' blocks with ' $\mathrm{n} / \mathrm{k}$ ' bits per block. It has three main rounds/steps which are explained below:-

- Round 1: At first n-bit plaintext has been broken into k number of blocks and each block has $\mathrm{n} / \mathrm{k}$ bits as given in figure 2.1 of the block diagram of MRMKRT, let the blocks are B1, B2, B3, .... Bk, the following operations are performed starting from the most significant bit towards least significant bits.
- Round 2: In each pair of blocks, the first member of the pair, say block B1, is added to the second member, say block B2, where the modulus of addition is $2^{\mathrm{m}}$ for block size m . Therefore for 2-bit blocks, the modulus of addition will be 4 .
- Round 3: Now the whole n-bit text is left circular shifted/rotation by 1-bit position.

This round is repeated for a finite number of times and the number of iterations will form a part of the session key as discussed in section 2.5, which is given by the user.

So, in general the whole plaintext is broken down into two-bits block size, then modulo addition are performed and at last a one-bit left circular shift is performed. After that the same three operations are performed for 4-bit block size, i.e. the whole n-bit stream is now broken down into block of sizes 4-bits. In this fashion several rounds are completed till it reaches a round where the block size is 256 and the encrypted bit-stream is obtained. Since the original content of block $B_{i}$ changes due the addition with block $B_{i-1}$, a new content of $B_{i}$ is added to block $\mathrm{B}_{\mathrm{i}+1}$. This is due to the overlapping nature of the block-pairs, which increases the complexity of the algorithm resulting in the enhancement of security.

During decryption, the reverse operation, i.e. modulo subtraction, is performed instead of modulo addition, starting from the LSB and decreasing the block size from 256 to 2. At first whole $n$-bit ciphertext in right circular shifted/rotation by one-bit position, as shown in figure 2.1. Then the n-bit ciphertext is first broken into blocks of sizes 256 -bits, then the two adjacent blocks, say B1, and B2, are modulo subtracted instead of addition, these three stems are repeated for a number of iterations and various block sizes given by the user, actually this forms the key.

### 2.3 Example

As discussed in section 2.2 MRMKRT encrypts $n$-bits of plaintext with ' $k$ ' blocks with ' $\mathrm{n} / \mathrm{k}$ '-bits per blocks. In this section 32 -bit plaintext is considered as an example of MRMKRT, the whole encryption and decryption process is performed by the following four rounds:-

- Round 1: In first round, 16 -blocks are taken for encryption and decryption, therefore block size is ' $32 / 16=2$ bits' per block.
- Round 2: In second round, 8 -blocks are taken for encryption and decryption, therefore block size is ' $32 / 8=4$ bits' per block.
- Round 3: In third round, 4-blocks are taken for encryption and decryption, therefore block size is ' $32 / 4=8$ bits' per block.
- Round 4: In fourth and final round, 2-blocks are taken for encryption and decryption, therefore block size is ' $32 / 2=16$ bits' per block.

Consider a stream of 32 bits, say $S=11010011000110111010011101000101$. The whole process of MRMKRT is described in four rounds in figure 2.2 to 2.5 .

Round 1: Block size $=2$ bits, number of blocks $=16$
Input:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 01 | 00 | 11 | 00 | 01 | 10 | 11 |


| $\mathrm{B}_{9}$ | $\mathrm{~B}_{10}$ | $\mathrm{~B}_{11}$ | $\mathrm{~B}_{12}$ | $\mathrm{~B}_{13}$ | $\mathrm{~B}_{14}$ | $\mathrm{~B}_{15}$ | $\mathrm{~B}_{16}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 10 | 01 | 11 | 01 | 00 | 01 | 00 |

Output:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 00 | 00 | 11 | 00 | 01 | 10 | 01 |


| $\mathrm{B}_{9}$ | $\mathrm{~B}_{10}$ | $\mathrm{~B}_{11}$ | $\mathrm{~B}_{12}$ | $\mathrm{~B}_{13}$ | $\mathrm{~B}_{14}$ | $\mathrm{~B}_{15}$ | $\mathrm{~B}_{16}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 00 | 01 | 00 | 01 | 01 | 01 | 01 |

Figure 2.2: First round of MRMKRT

Figure 2.2 shows the first round of MRMKRT, the 32 -bit plaintext is broken down into 16 numbers of blocks and each block is of size 2 -bits. So, first block B1 has ' 11 ', next block B2 has ' 01 ' and so on until last block B16 has ' 00 ' as value was got, these are reflected in input blocks. Then the two adjacent blocks B1 and B2 are modulo-2 added, so, ' 11 ' + ' 01 ' $\bmod 2=$ ' 00 ', which is replacing the second block B2, the first block B 1 is unaltered, this is reflected in Output block. The whole operation is performed for all the sixteen blocks. As a result the sub-stream as, $\mathrm{X}=11000011000110011000010001010101$. Now a one-bit left circular shift is performed. Which generates, $X^{\prime}=10000110001100110000100010101011$. This sub-stream will be now input to the round 2 .

## Round 2: Block size $=4$ bits, number of blocks $=8$

Input:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1000 | 0110 | 0011 | 0011 | 0000 | 1000 | 1010 | 1011 |

Output:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1000 | 1110 | 0011 | 0110 | 0000 | 1000 | 1010 | 0101 |

Figure 2.3: Second round of MRMKRT

Figure 2.3 shows the second round of MRMKRT, where, the input blocks from round $1, \mathrm{X}^{\prime}$, this 32 -bit stream is broken down into 8 numbers of blocks and each block is of size 4bits. So, first block B1 has ' 1000 ', next block B2 has ' 0110 ' and so on until to get last block B8 has '1011' as value, these are reflected in input blocks. Then the two adjacent blocks B1 and B2 are then added as modulo- $2^{4}$, so, ' 1000 ' + ' 0110 ' $\bmod 2^{4}=' 1110$ ', which is replacing the second block B2, the first block B1 is unaltered, this is reflected in output block. This modulo addition is very clear when adding block B7 and Block B8, here ' 1010 ' + ' 1011 ' modulo $2^{4}={ }^{\prime} 0101$ '. The whole operation is performed for all the eight blocks. After this to get the sub-stream as, $Y=10001110001101100000100010100101$. Now a one-bit left circular shift is performed. $\mathrm{Y}^{\prime}=00011100011011000001000101001011$ was obtained. This substream will be now input to the round 3 .

Round 3: Block size $=8$ bits, number of blocks $=4$
Input:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 00011100 | 01101100 | 00010001 | 01001011 |

Output:

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 00011100 | 01010010 | 00010001 | 01011100 |

Figure 2.4: Third round of MRMKRT

Figure 2.4 shows the third round of MRMKRT, the input blocks from round 2, $\mathrm{Y}^{\prime}$, this 32 -bit stream is broken down into 4 numbers of blocks and each block is of size 8 -bits. So, first block B1 has '00011100', next block B2 has ' 01101100 ' and so on until to get last block B4 whose value ' 01001011 ' is generated. These are reflected in input blocks. Two adjacent blocks B1 and B2 are then modulo- $2^{8}$ added, so, ' 00011100 ' $+{ }^{\prime} 01101100 ' \bmod 2^{8}$ $=$ ' 01010010 ', which is replacing the second block B2, the first block B1 is unaltered, this is reflected in Output block. The whole operation is performed for all the four blocks. After this to get the sub-stream as, $Z=00011100010100100001000101011100$. Now a one-bit left circular shift is performed. $Z^{\prime}=00111000101001000010001010111000$ is obtained. This substream will be now input to the round 4 .


Figure 2.5: Fourth round of MRMKRT

Figure 2.5 shows the fourth round of MRMKRT, taking $Z^{\prime}$ as an input from the round 3 , the whole 32 -bit stream is now divided into two blocks each of size 16-bits. After modulo$2^{16}$ addition to get the 32-bit stream as $C^{\prime}=00111000101001000101101101011100$. Now
performing a circular left shift of one bit, to get the final ciphertext as, $\mathrm{C}=01110001010010001011011010111000$.

### 2.4 The Modulo Addition

An alternative method for modulo addition is proposed here to make the calculations simple. The need for computation of decimal equivalents of the blocks is avoided here since it will get large decimal integer values for large binary blocks. The method proposed here is just to discard the carry out of the MSB after the addition to get the result. For example, if to add 1101 and 1001 the result will be 10110 . In terms of decimal values, $13+9=22$. Since the modulus of addition is $16\left(2^{4}\right)$ in this case, the result of addition should be $6(22-16=6)$. Discarding the carry from 10110 is equivalent to subtracting 10000 (i.e. 16 in decimal). So the result will be 0110 , which is equivalent to 6 in decimal. The same is applicable to any block size.

### 2.5 Key Generation

In the proposed scheme, eight rounds have been considered, each for $2,4,8,16,32$, 64,128 , and 256 block size. Each round is repeated for a finite number of times and the number of iterations will form a part of the encryption-key. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16 -bit binary string. The binary strings are then concatenated to form a 128 bit key for a particular key. Example in section 2.5.1 illustrates the key generation process.

Table 2.1: Representation of number of iterations in each round by bits

| Round | Block | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  | Size | Decimal | Binary |
| 1. | 256 | 50021 | 1100001101100101 |
| 2. | 128 | 49870 | 1100001011001110 |
| 3. | 64 | 48950 | 1011111100110110 |
| 4. | 32 | 44443 | 1010110110011011 |
| 5. | 16 | 46250 | 1011010010101010 |
| 6. | 8 | 4321 | 0001000011100001 |
| 7. | 4 | 690 | 0000001010110010 |
| 8. | 2 | 72 | 0000000001001000 |



Figure 2.6: Round v/s iteration in MRMKRT

### 2.5.1 Example of Key Generation

Consider a particular session where the source file is encrypted using iterations for block sizes $2,4,8,16,32,64,128$, and 256 bits, respectively. Table 2.1 shows the corresponding binary value for the number of iterations in each round. Figure 2.6 shows the graph for the round $\mathrm{v} / \mathrm{s}$ iteration. When the block size is 2 -bit then the process of MRMKRT is applied 72 times, for 4-bit block size the process of MRMKRT is applied 690 times, similarly when the block size is 256 -bit then the process of MRMKRT is applied 50021 times. The number of times of iteration is solely decided by the user or sender of the secret message.

These numeric values are converted to equivalent binary strings and these binary strings are concatenated together to form the 128-bit binary string:

110000110110010111000010110011101011111100110110101011011001101110110100101 01010000100001110000100000010101100100000000001001000.

This 128-bit binary string will be the key for encryption for a particular session.
During decryption, the same key is taken to iterate each round of modulo-subtraction for the specified number of times.

### 2.6 Analysis

MRMKRT described here is symmetric in nature, that is same key is required for encryption and decryption. Symmetric ciphers are also those where the number of iterations/steps involved is the same in the decryption that is if ' i ' is the number of iterations performed during encryption then the number of iteration required during decryption is also ' i ', but this is not the case for MRMKRT encryption and decryption if modulo addition is considered in both cases. MRMKRT is off-course symmetric key/private-key cryptography where same key is used for both encryption and decryption.

Table 2.2: Plaintext and ciphertext pair in hex for single iteration of MRMKRT

| Block Size | Input Plaintext | Output Ciphertext | Number of Iteration to Get Back the <br> Original Plaintext |
| :---: | :---: | :---: | :---: |
| 2-bits | D31BA745 | 863308 AB | 16 |
| 4-bits | 863308 AB | 476844363 | 256 |
| 8-bits | 476844363 | 38A422B8 | 4096 |
| 16-bits | 38A422B8 | 7148B6B8 | 65536 |

Table 2.2 gives the plaintext and the corresponding ciphertext obtained based on executing single iteration of MRMKRT and also the number of iteration required to get back the original plaintext when modulo addition is performed. When block size is 2-bits, the plaintext is 'D31BA745' and the corresponding ciphertext is ' 863308 AB '. The number of iteration required to get back the original plaintext with modulo addition is 16 . In the next round, when block size is 4 -bits, the plaintext is ' 863308 AB ' and the corresponding ciphertext is '476844363'. The number of iteration required to get back the original plaintext with modulo addition is 256 . In the next round, when block size is 8 -bits, the plaintext is '476844363' and the corresponding ciphertext is '38A422B8'. The number of iteration
required to get back the original plaintext with modulo addition is 4096 . In the next round, when block size is 16-bits, the plaintext is '38A422B8' and the corresponding ciphertext is ' 7148 B 6 B 8 '. The number of iteration required to get back the original plaintext with modulo addition is 65536 . Thus by observing the table the order of time complexity of MRMKRT is $\mathrm{O}\left(\mathrm{n}^{4}\right)$. Therefore to minimize this time complexity the modulo-subtraction is proposed for decryption.

After the first rotation by one bit, msb has taken the lsb position and all other bits are shifted left by one bit. So eight such rotations are required to regenerate the original string for an 8 bit string and one of the seven intermediate strings can be used as encoded string. If the string generated after $2^{\text {nd }}$ rotation is used as encoded string, then $(8-2)=6$ more rotations are to applied on the encoded string to get back the original string.

The principle can be extended to n byte string. The number of rotation required to get back the original string for $n$ byte string $(\mathrm{m})=\mathrm{n} \times 8$, where n is the number of bytes in the string.

The total number of intermediately generated string, $(\mathrm{k})=(\mathrm{nx} 8-1)$
For $\mathrm{n}=1, \mathrm{k}=7$.
Considering that after i-th rotation, the generated string is used as encoded string. Then the number of rotations to be applied on the encoded string at the time of decoding, $1=$ n x 8 - i.

For $\mathrm{n}=1$ and $\mathrm{i}=2$, then $\mathrm{l}=6$.
When a large number of bytes are taken into consideration in the string, the rotational encoding will not be very effective. On $8^{\text {th }}$ rotation, the MS byte will go to the LS byte position and all other bytes will be moved to the right. The characters in the string will appear again in the shifted condition and MS byte character will come to the LS byte position. On $16^{\text {th }}$ rotation the same thing will happen. So after 8 and its multiple rotations the part of the message will reappear with cut and paste condition. This is the disadvantage with the rotational encoding.

On rotational encoding a modification is suggested here with a view to eliminate the disadvantage with the rotational encoding. Before applying the rotational encoding, a particular bit ( say, lsb ) of each byte of the string under consideration is complemented. This additional feature is very effective and will eliminate the disadvantage of re-appearing the bytes after 8 and its multiple rotations. This will also be very effective for any number of bytes. The encoding with large number of bytes with a particular bit inverted will be more effective. The complexity will be high with large number of bits in the string.

### 2.7 Implementation

The 8085 microprocessor has been used for realizing the Modified Recursive Modulo- $2^{\mathrm{n}}$ and Key Rotation Technique (MRMKRT). MRMKRT is first implemented with 8 -bits block size, then with 16 -bits block size, then with 24 -bits block size continuing up-to 256 -block size. In this section generalized routine with block size 8 -bit or more has been discussed. The HL-pair is loaded with memory location where the bytes will be stored, register C is stored with the value of number of iterations to be performed, and register D is stored with the value of block size. To realize the encoder, following four routines are written. The following four routines are called from the main routine during execution of the algorithm.

- Routine 'addblocks' - This routine will add the two adjacent blocks in general.
- Routine 'rot' - This routine will rotate the string of $n$ bytes by one bit in left circular shift.
- Routine 'store' - This routine will store the string as well as the intermediate strings generated.
- Routine 'subblocks' - This routine will subtract the second block from the first block in general.

Four routines are discussed followed by diagram. These subprograms are illustrated from section 2.7.1 to 2.7.4 and main program is illustrated in section 2.7.5.

### 2.7.1 Algorithm of 'addblocks' routine

This routine has used HL pair as memory pointer, it will add two consecutive memory locations pointed by HL-pair, and C register as counter, representing the number of times the addition of blocks will be performed. The register D is stored with the value of the block size, this value can be set to 08 h means the block size is 8 -bit or with any higher value, say 10 h means the block size is 16 -bit and so on.

Step 1: Clear register C and CARRY flag.
Step 2: Load C with counter value, say 05 H .
Step 3: Load D and E with block size, say 10H.
Step 4: Load HL pair to point to memory location F900H.
Step 5: Move the content of memory to A register.
Step 6: Increment HL pair as many a times the value stored in D.
Step 7: Move the content of memory to $B$ register.
Step 8: Add A and B registers without CARRY.
Step 9: Move the result stored in A to memory location pointed to by HL pair.
Step 10: Decrement D.
Step 11: If $\mathrm{D}=0$, then go to Step 16.
Step 12: Load again HL pair with F900H.
Step 13: Decrement C register.
Step 14: Add the content of C to HL pair and store the result in HL pair.
Step 15: Repeat from Step 5.
Step 16: Increment HL pair by 10H.
Step 17: If C is zero then go to Step 18 else go to Step 6.
Step 18: Return.

By changing the value in register D the block size can be changed, register C here store the number of iteration this modulo addition can be done, the result is stored in the consecutive memory locations pointed by the HL-pair. After each addition the register C is decremented by 1 H and the HL-pair is incremented by block size, in this routine HL-pair is incremented by 10 H . The whole operation is repeated until register C becomes zero.

### 2.7.2 Algorithm of 'rot' routine

This routine rotates the string anticlockwise by one bit, containing $n$ bytes. It is assumed that the string is stored from F900H onwards, LSB in F900H. The ls bit of the string stored in F 900 H is checked for 0 or 1 and set the carry accordingly. Then, the memory pointer is set to the last location, containing the MSB, and rotates the byte left by one bit through carry. The process is continued till the first location, containing the LSB, is reached.

Step 1: Register C is initialized as counter
Step 2: HL pair, used as memory pointer, is set to F900h
Step 3: The memory content is moved to A.
Step 4: 01 h is ANDed with A.
Step 5: If the zero flag is set, register B is loaded with 00 h , otherwise with 01 h .
Step 6: The memory pointer is set to the last location.
Step 7: The ls bit in B is shifted to carry bit.
Step 8: The memory content is rotated through carry.
Step 9: The pointer is decremented.
Step 10: The byte counter, C is decremented.
Step 11: Till the counter is exhausted, go to step 8.
Step 12: Returned.

By changing the count value in C , the bit length in string can be changed, that is the number of bits to be left circular rotated.

### 2.7.3 Algorithm of 'store' routine

This routine is used for storing the string as well as the intermediate string generated from F900h onwards during encoding or decoding. Here the HL pair is used the pointer of the memory from where the bytes will stored. The initialization of the HL pair is made through the main program and will be used as parameter to the routine 'store'.

Step 1: The BC and DE pair is saved in the stack.
Step 2: The $D$ is initialized with byte counter.
Step 3: The BC pair is initialized with F900H.
Step 4: The content of memory pointed by BC pair is moved to A.
Step 5: The content of A is moved to the memory pointed by HL pair.
Step 6: The HL and BC pairs are incremented.
Step 7: The D, byte counter is decremented.
Step 8: Till it is zero, go to step 4.
Step 9: BC and DE pairs are incremented.
Step 10: Returned.

By changing the counter value in D , the byte length can be changed. Thus this routine stores the intermediate results on memory location F900H onwards.

### 2.7.4 Algorithm of 'subblocks' routine

This routine has used HL pair as memory pointer, it will subtract second block from the first block of two consecutive memory locations pointed by HL-pair, and C register as counter, representing the number of times the subtraction of blocks will be performed. The register D is stored with the value of the block size, this value can be set to 08 h means the block size is 8 -bit or with any higher value, say 10 h means the block size is 16 -bit and so on.

Step 1: Clear register C and CARRY flag.
Step 2: Load C with counter value, say 05 H .
Step 3: Load D and E with block size, say 10 H .
Step 4: Load HL pair to point to memory location F900H.
Step 5: Move the content of memory to A register.
Step 6: Increment HL pair as many a times the value stored in D.
Step 7: Move the content of memory to B register.
Step 8: Subtract A from B registers.
Step 9: Move the result stored in A to memory location pointed to by HL pair.
Step 10: Decrement D.
Step 11: If $\mathrm{D}=0$, then go to Step 16.
Step 12: Load again HL pair with F900H.
Step 13: Decrement C register.
Step 14: Add the content of C to HL pair and store the result in HL pair.
Step 15: Repeat from Step 5.
Step 16: Increment HL pair by 10 H .
Step 17: If C is zero then go to Step 18 else go to Step 6.
Step 18: Return.

By changing the value in register D the block size can be changed, register C here store the number of iteration this modulo subtraction can be done, the result is stored in the consecutive memory locations pointed by the HL-pair. After each subtraction the register C is
decremented by 1 H and the HL-pair is incremented by block size, in this routine HL-pair is incremented by 10 H . The whole operation is repeated until register C becomes zero.

### 2.7.5 Main Program of MRMKRT

The generalized implementation is discussed here; MRMKRT is first implemented with 8 -bits block size, then with 16 -bits block size followed by with 24 -bits block size continuing up-to 256 -block size.

| 1. Store <br> 2. If A = 0 Call 'Enc | gram <br> 0 H or 1 H <br> else Call 'Decoding' |
| :---: | :---: |
| Encoding |  |
| 1: Store register C with number of iteration | 1: Store register C with number of iteration |
| 2: Store register D with the block size | 2: Store register D and E with the block size |
| 3: Call routine 'addblocks' | 3: Call routine 'subblocks' |
| 4: Call routine 'store' | 4: Call routine 'store' |
| 5: Decrement D by 01H | 5: Decrement D by 01H |
| 6: If $\mathrm{D}=0$ go to step(7) else go to step(3) | 6: If $\mathrm{D}=0$ go to step(7) else go to step(3) |
| 7: Call routine 'rot' | 7: Calculate $\mathrm{B}=\mathrm{E}-\mathrm{C}$ |
| 8: Decrement C by 01H | 8: Call routine 'rot' |
| 9: If C=0 go to step (10) else go to step (7) | 9: Decrement B by 01H |
| 10: Return | 10: If $\mathrm{B}=0$ go to step(11) else go to step(8) |
|  | 11: Return |

Figure 2.7: MRMKRT encryption and decryption algorithm

Figure 2.7 gives the generalized routine for MRMKRT encryption and decryption. Initially Accumulator (or any other register) is stored with the value 0 H or $1 \mathrm{H}, 0 \mathrm{H}$ value for encryption and 1 H value for decryption.

In encryption routine, register C is stored with the number of iteration to be performed and register D is stored with the block size. Then routine 'addblocks' is called to add consecutive blocks given by HL-pair and after that routine 'store' is called to store the intermediate results in stack. These processes will continue for given number of block sizes as given by register D , thereafter routine 'rot' is called to rotate the blocks by circular left rotation and the number of rotation is given by the value stored in register C .

In decryption routine, register C is stored with the number of iteration to be performed and register D is stored with the block size. Then routine 'subblocks' is called to subtract the second block from the first block of consecutive blocks given by HL-pair and after that routine 'store' is called to store the intermediate results in stack. These processes will continue for given number of block sizes as given by register D , thereafter routine 'rot' is called to rotate the blocks by circular left rotation and the number of rotation is given by the value stored in register B which is equal to E (block size) - C (number of iterations performed during encryption).

### 2.8 Results and Comparisons

MRMKRT is also implemented in high-level C-programming language and some of the results are extracted after encrypting some plaintext files then these are compared with existing algorithms, RSA, to prove the feasibility of MRMKRT. Finally it is encoded for microprocessor based system using 8085-assembly language programming. The acceptance of any solution must satisfy some test parameters, here MRMKRT is tested for feasibility in five dimensions, these are implementation based results, frequency distribution graph analysis, Chi-Square test for non-homogeneity, time complexity analysis taking encryption and decryption time and finally the avalanche ratio test. Section 2.8.1 discuss the implementation based results, section 2.8.2 illustrates the frequency distribution analysis, section 2.8.3 test for non-homogeneity, section 2.8.4 gives the time complexity analysis and section 2.8.5 illustrates the avalanche ratio test.

### 2.8.1 Implementation Based Results

MRMKRT is encoded in 8085-assembly language program, MRMKRT is encoded for 4 -bit block size, then 8 -bit block size continuing up-to 256 -bit block size and finally a
generalized coding has been done. This section explains some of the implementation based results.

Table 2.3: Implementation based results of MRMKRT

| Characteristics $\downarrow$ | Proposed Techniques $\rightarrow$ |
| :--- | :---: |
| Block Cipher | MRMKRT |
| Fixed Length Block Cipher | $\checkmark$ |
| Variable Length Block Cipher | - |
| Implementation in Bit-Level | $\checkmark$ |
| Implementation other than Bit-Stream | - |
| Private/Symmetric Key System | $\checkmark$ |
| Substitution Technique | $\checkmark$ |
| Transposition Technique | - |
| Boolean as Basic Operation | $\sqrt{ }$ |
| Non-Boolean as Basic Operation | $\sqrt{ }$ |
| No Alteration in Size | $\sqrt{ }$ |
| Formation of Cycle | $\sqrt{ }$ |
| Non-formation of Cycle | - |
| Number of sub-programs used | 4 |
| Number of IO/M operations per block of encryption/decryption | 9 |
| Number of Boolean operations used per block of encryption/decryption | 1 |
| Number of Non Boolean operations used per block of encryption/decryption | 5 |
| Calculated T-states per block of encryption/decryption | 760 |

MRMKRT is fixed length block cipher techniques and these are encoded with fixed length block size say 8 -bit, 16 -bit, 24 -bit continuing up-to 256 -bit block size and finally a generalized coding has been done. Technique is implemented in bit-level with private/symmetric key cryptography. MRMKRT is substitution cipher, MRMKRT uses both modulo addition (non Boolean) and Boolean as a basic operation. The plaintext size and ciphertext size remains same for MRMKRT. MRMKRT forms cycle where the plaintext regenerates after some finite number of iteration depends on block size and number of iteration used during encryption. MRMKRT used 4 sub-programs and MRMKRT used 9 IO/M operations per block encryption/decryption. MRMKRT used one Boolean operation per block of encryption/decryption but MRMKRT also used 5 non Boolean operations per block of encryption/decryption. So, T-states calculated for MRMKRT is 760 . Thus it can be said that in microprocessor based implementation perspective MRMKRT is successfully realized.

Table 2.3 summarizes these discussions.

### 2.8.2 Frequency Distribution Analysis

The variation of frequencies of all the 256 ASCII characters between the source file and the encrypted file are given in this section. The evenly distribution of character frequencies over the $0-255$ region of the encrypted file against the source file ensures better security provided by the proposed algorithm, MRMKRT, and it also shows the heterogeneity between the two files.


Characters of the Encrypted File
Figure 2.8: Frequency distribution of ASCII characters in the RSA encrypted file

The frequency distribution graph of RSA encrypted file is drawn in figure 2.8. According to the percentage of occurrence of a particular character, not the total number of occurrence. In the frequency distribution graph of RSA encrypted file it can be clearly seen that the frequencies are scattered in some regions and not well distributed throughout the region.

Although ten different files were encrypted and decrypted using both RSA and MRMKRT, only one such file is considered here for analyzing the results. Figure 2.9 illustrates the frequencies of occurrence of all the 256 ASCII characters in the source file and encrypted file with MRMKRT. A close observation will reveal that the characters in source file are distributed in a particular region where as in the encrypted file using MRMKRT the characters are fairly well distributed throughout the character space. Thus if comparing the same with RSA, shown in figure 2.8 and MRMKRT, shown in figure 2.9 , to find that the characters of the MRMKRT encrypted file is well distributed than that of RSA encrypted file.


Figure 2.9: Frequency distribution of source file and MRMKRT encrypted files

Hence the MRMKRT scheme may be comparable with RSA in terms of frequency distribution graph.

### 2.8.3 Non-Homogeneity Test

Non-homogeneity test illustrates how far the plaintext differs from ciphertext. This test is carried out with the help of Chi-Square test. It's basically a statistical test where obtained frequency is compared with the expected frequency and thus giving the extent of non-homogeneity between obtained frequency and expected frequency. In this section the non-homogeneity between plaintext/source file and ciphertext/encrypted files is given.

Table 2.4: Chi-Square values of RSA and MRMKRT

| Source File | File Size <br> (Bytes) | Chi-Square Value |  | Degree of <br> Freedom |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MRMKRT | RSA | MRMKRT | RSA |
| license.txt | 17,632 | 221484 | 40159 | 255 | 64 |
| cs405(ei).doc | 25,422 | 295480 | 199354 | 255 | 66 |
| acread9.txt | 35,121 | 420836 | 179524 | 255 | 73 |
| deutsch.txt | 47,829 | 555127 | 344470 | 255 | 77 |
| genesis.txt | 49,600 | 657591 | 416029 | 255 | 75 |
| pod.exe | 69,981 | 886397 | 751753 | 255 | 76 |
| mspaint.exe | 136,463 | 1213869 | 1204193 | 255 | 88 |
| cmd.exe | 152,028 | 1792759 | 585857 | 255 | 73 |
| d3dim.dll | 193,189 | 4351663 | 328677 | 255 | 10 |
| clbcatq.dll | 403,901 | 3823423 | 328511 | 255 | 11 |



Source Files
Figure 2.10: Chi-Square values for MRMKRT and RSA encrypted files

Table 2.4 and figure 2.10 show the file size and the corresponding Chi-Square values for ten different files. The Chi-Square values of the proposed algorithm, MRMKRT, are coming to be in the range of twenty thousand, thirty thousand, forty thousand, fifty thousand and so on, which are very good results indeed. It is observed that the Chi-Square values for

MRMKRT are larger compared to RSA. Further, the high values prove that Chi-Square is highly significant at $1 \%$ level of significance. Hence the source and the corresponding encrypted files are considered to be heterogeneous. Also it has been noted that the time taken to encrypt a file using MRMKRT is very small compared to that using RSA. One can decide from this observation that MRMKRT is comparable to RSA from the heterogeneity point of view.

Table 2.4 also gives values of degree of freedom; in this context the degree of freedom means the different type of characters present in the encrypted file. If observing this table the degree of freedom of MRMKRT encrypted files are coming to be 255 and that of RSA encrypted file is quite less. It means that all the ASCII characters are present in MRMKRT encrypted file and this result is at par with the frequency distribution graph, where it is also seen that frequency of MRMKRT encrypted file is well distributed.

### 2.8.4 Time Complexity Analysis

Time complexity analysis is another vital algorithmic parameter, time complexity is basically is the amount of time required for an algorithm to complete. The time complexity analysis is basically done by two ways, first one is a priory estimates and second one is a posteriori estimates. Second one is taken for tome complexity analysis of MRMKRT. This section shows the time complexity analysis by taking encryption time and decryption time.

Table 2.5: The time complexity analysis of MRMKRT and RSA

| Source File | File Size <br> (Bytes) | Encryption time <br> (in Seconds) |  | Decryption time <br> (in seconds) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MRMKRT | RSA | MRMKRT | RSA |
| license.txt | 17,632 | 0.01 | 0.01 | 0.12 | 0.28 |
| cs405(ei).doc | 25,422 | 0.01 | 0.03 | 0.13 | 0.30 |
| acread9.txt | 35,121 | 0.15 | 0.21 | 0.15 | 1.67 |
| deutsch.txt | 47,829 | 0.18 | 0.35 | 0.18 | 3.51 |
| genesis.txt | 49,600 | 0.23 | 0.40 | 0.20 | 5.06 |
| pod.exe | 69,981 | 0.39 | 0.39 | 0.33 | 4.34 |
| mspaint.exe | 136,463 | 0.40 | 0.65 | 0.43 | 8.37 |
| cmd.exe | 152,028 | 0.44 | 0.61 | 0.51 | 6.59 |
| d3dim.dll | 193,189 | 0.57 | 0.75 | 0.52 | 10.15 |
| clbcatq.dll | 403,901 | 0.60 | 0.95 | 0.55 | 11.70 |



Figure 2.11: Encryption and decryption time of MRMKRT and RSA

Table 2.5 shows the encryption time and decryption time of the proposed technique and that of RSA. Figure 2.11 represent the same graphically. The time complexity analysis is one of the important factors in algorithm design. Here both encryption time and decryption time is tabulated and shown in the figure. The green line shows the time complexity of RSA
and pink line gives the time complexity of this proposed technique, MRMKRT. If observing the encryption time, MRMKRT time of encryption is marginally lower than that of RSA, and observing the decryption time than it is seen that MRMKRT time of decryption is quite less than that of RSA. The cumulative encryption time of MRMKRT is 2.98 seconds and RSA is 4.35 seconds. The cumulative decryption time of MRMKRT is 3.12 seconds and RSA is 51.97 seconds. Hence it can be concluded that the time complexity of the proposed technique, MRMKRT, is quite less than that of RSA.

### 2.8.5 The Avalanche Test

The Avalanche ratio is another important parameter for the cryptographic security. The Avalanche is the ratio of difference between the simple encrypted file and one bit modified source/key file. The avalanche ratio is the degree of measure for cryptanalysis. In general terms it is the measure that in what extent the characters/bits in the encrypted file will differ if to modify some characters/bits in the source file or in the session key.

Table 2.6: Avalanche ratio values of MRMKRT and RSA

| Source File | File Size <br> (Bytes) | Avalanche Ratio <br> (in Percentage) |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | MRMKRT |
| license.txt | 17,632 | 58.0 | 77.7 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 |
| acread9.txt | 35,121 | 75.0 | 88.8 |
| deutsch.txt | 47,829 | 78.9 | 89.0 |
| genesis.txt | 49,600 | 80.9 | 87.0 |
| pod.exe | 69,981 | 58.0 | 77.0 |
| mspaint.exe | 136,463 | 58.9 | 76.0 |
| cmd.exe | 152,028 | 67.0 | 77.0 |
| d3dim.dll | 193,189 | 67.9 | 82.9 |
| clbcatq.dll | 403,901 | 68.0 | 88.5 |

Table 2.6 illustrates the result of avalanche ratio of the proposed technique, MRMKRT. During this test some characters/bits in the source file are modified and then again these modified source files are encrypted. Then the percentage of the difference
between the original encrypted files and the modified encrypted files are taken. It is observed from table 2.5 that the avalanche ratio of the proposed technique is nearly $80 \%$ and that of RSA is $65 \%$, hence in terms of avalanche ratio analysis MRMKRT is quite comparable with RSA.

### 2.9 Discussions

The technique proposed takes little time to encode and decode though the block length is high. The encoded string will not generate any overhead bits. The block length may further increased beyond 256 bits, which may enhance the security. Selecting the block pairs in random order, rather than taking in consecutive order may enhance security. The proposed scheme may be applicable to embedded systems. Since it is giving very good results for text files so this proposed technique can be applicable in text based messaging, to encrypt and decrypt the text messages. The main advantages of this proposed technique are its heterogeneity and even frequency distribution. The main disadvantage is since it substitutes the second block and the first block remains unaltered, so this leads to the weakness of these techniques which are going to overcome in the next proposed technique.

## Chapter 3

Recursive Transposition Technique (RTT)

### 3.1 Introduction

This is another method of Encoding as described in earlier chapters. It is also a symmetric and block cipher type in connection with the encryption. MRMKRT described in the previous chapter is a substitution type cipher where the modulo addition of two consecutive blocks replaces the second block, RTT described in this chapter is a permutation and substitution type cipher where permutation of plaintext bits are performed first and then XOR operation is performed between two consecutive matrices and the result replaces the second matrix. In MRMKRT modulo addition is the main component of this technique whereas in RTT XOR is the main component of this technique. Considering that a k-bit string is passed through the RTT encoder, which encodes a string of same length at its output as shown in figure 3.1.


Figure 3.1: RTT encoder

Let X be the string of k -bit. It is supplied as an input to the RTT Encoder. The encoder will generate a string X ' of k -bit at the output. This is the first cycle of encoding. If the generated string is allowed to pass to the input of the encoder again, then the encoder will again generate a string $X^{\prime}$ '. This is called the $2^{\text {nd }}$ cycle and so on.

The process is repeated and checked each time at the output, whether the output is identical with the string supplied initially (i.e. X ) or not. It is assumed that the original string is generated after i cycles. Then the intermediately generated one of (i-1) strings can be used as encoded string.

Let consider that after $\mathrm{m}(\mathrm{m}<\mathrm{i})$ cycles the generated string is used as encoded string. The original string X can be decoded by applying (i-m ) cycles on the encoded string.

This encoder has been tested and verified with the help of a microprocessor based system, the specification of which is given the previous chapter, with a string of 256 bit maximum. The length of string, as recommended presently, is sufficiently high for decryption.

Section 3.2 describe the algorithm of RTT, section 3.3 explain key generation process, section 3.4 performs an analysis, section 3.5 give the implementation details, section 3.6 illustrates results and comparisons and section 3.7 gives a short discussions and chalk out the future work (the next part of this thesis with FPGA-based solutions).

### 3.2 The Algorithm of RTT

The plaintext is first broken down into blocks of bits then RTT encryption is performed, same is done during RTT decryption. The number of iterations in encryption and decryption is also same. A generalized approach has been consider to describe RTT.

RTT is proposed here which shows comparable result in terms of Non-Homogeneity test, time complexity analysis and avalanche ratio test than that of RSA, and MRMKRT. RTT is also a bit level symmetric key cryptography.

RTT Encryption


Figure 3.2: Block diagram of Recursive Transposition Technique (RTT)

Encryption and decryption is broadly divided into seven steps, firstly n-bit source stream is formed into blocks, then these blocks are formed into matrix, XOR operation is performed into two consecutive matrices, result in formation of output matrix, then these matrix are again formed into blocks, these steps are repeated for various block sizes and iteration given by session key, finally blocks are merged to form output stream.

Figure 3.2 shows the block diagram of RTT. Section 3.2.1 describes the encryption process in details, section 3.2.2 describes the decryption process in details, and section 3.2.3 illustrates an example.

### 3.2.1 The Encryption Process

The block diagram of RTT is shown in figure 3.2. The input stream is rounded into blocks of n - bits each the n may be even or it may be odd and pairing the blocks as explained in section 3.1, the following operations are performed starting from the most significant side. This is a recursive type algorithm/technique.

Initially, the whole plain text is considered as a stream of bits and it is broken down into a finite number of k blocks. As it is generalized approach so block size of $\mathrm{k}=2 * \mathrm{n}$ or $(2 * \mathrm{n}+1)$ where $\mathrm{n}=\{1,2,3, \ldots \ldots\}$ is a set of positive integer. The block size varies between even and or odd numbers of bits. As shown in figure 3.2, let n-bit plaintext form two blocks be $[\mathrm{a} 1, \mathrm{a} 2, \mathrm{a} 3, \ldots . . \mathrm{a} 9$ ] and $[\mathrm{a} 10, \mathrm{a} 11, \mathrm{a} 12, \ldots . . \mathrm{a} 18]$, here it can be seen that the block size is 9 bit which odd number of bits is. The block length may be odd or even bits which is the strength of this technique.

Now, the blocks are formed into a matrix of $n * m$ size where ' $n$ ' is the number of rows and ' $m$ ' is the number of columns respectively of the matrix. As shown in the figure the two nine bit blocks forms two 3 X 3 matrices.

Then, two matrices are XORED, $b 1=a 1$ XOR $a 10, b 2=a 2$ XOR $a 11, b 3=a 3$ XOR a12, $\ldots \ldots$. . b9 = a9 XOR a18.

Next, the resultant matrix replaces the second matrix remaining the first matrix as it is. So, as shown in the block diagram of RTT, now get the two matrices [a1,a2,a3, .....a9] and [ $\mathrm{b} 1, \mathrm{~b} 2, \mathrm{~b} 3, \ldots \ldots . . \mathrm{b} 9]$. The two matrices are noted down in row major order to get the cipher text. Here to get the n -bit ciphertext as $[\mathrm{a} 1, \mathrm{a} 2, \mathrm{a} 3, \ldots \ldots \mathrm{a} 9, \mathrm{~b} 1, \mathrm{~b} 2, \mathrm{~b} 3, \ldots \ldots \mathrm{~b} 9]$.

After that, the whole operation is performed on k numbers of blocks that is $0^{\text {th }}$ block to ( $\mathrm{k}-1$ ) the block.

Lastly, the whole operation is performed for various block sizes, matrix sizes and number of iteration. The block sizes, matrix sizes and iterations will form a part of the session key as discussed in section 3.3. The different values of block size, matrix size and iteration number will give total different ciphertext output for same plaintext. This is another strength of this technique, which is the flexibility described in section 3.4.

### 3.2.2 The Decryption Process

The technique is symmetric in nature so the decryption is done in similar manner. The decryption is nothing but the iteration of the same encryption process until the source stream is got. The number of iteration requires for the decryption depends upon the block size, matrix size and the number of iterations performed during encryption.

Firstly, n-bit ciphertext is again broken down into two blocks, [a1,a2,a3, .......a9] and [a10,a11,a12, ......a18].

Now, this two block is now formed into two $3 \times 3$ matrices and XOR operation is performed. So, get $\mathrm{b} 1=\mathrm{a} 1$ XOR $\mathrm{a} 10, \mathrm{~b} 2=\mathrm{a} 2 \operatorname{XOR} \mathrm{a} 11, \mathrm{~b} 3=\mathrm{a} 3$ XOR $\mathrm{a} 12, \ldots \ldots . \mathrm{b} 9=\mathrm{a} 9$ XOR a18.

Then the result replaces second matrices, last get the $n$-bit plaintext as [a1,a2,a3, ......a9,b1,b2,b3, .......b9].

### 3.2.3 Example

RTT is also a variable length block-cipher, that is block size is not restricted to $2^{\text {n }}$, where $\mathrm{n}=$ \{Set of positive integers $\}$. Here block sizes are of odd number of bits. This property gives the programmer the flexibility to encode RTT technique in many different ways/solutions. This is explained elaborately in section 3.4.

| IP1 |
| :--- |
| 101 |
| 010 |
| 111 |$\quad$| IP2 |
| :--- |
| 100 |
| 000 |
| 101 |$\quad=$| OP1 |
| :--- |
| 101 |
| 010 |
| 111 | | OP2 |
| :--- |
| 001 |
| 010 |
| 010 |

Figure 3.3: Algorithmic flow in RTT

As shown in figure 3.3 let consider a source stream of $S=101010111100000101$. This source stream is formed into two $3 \times 3$ matrix. In the figure IP1 and IP2 are the two input matrices. Now, bit wise XOR is performed between matrix IP1 and matrix IP2. Here considering only the first row of the two input matrices, $\mathrm{a} 1=1, \mathrm{a} 2=0, \mathrm{a} 3=1$ in IP1 and a10 $=1, \mathrm{a} 11=0, \mathrm{a} 12=0$ in IP2. The exclusive operation will result in, $\mathrm{b} 1=1 \operatorname{XOR} 1=0, \mathrm{~b} 2=0$ XOR $0=0, \mathrm{~b} 3=1$ XOR $0=1$. So, the output bits are $0,0,1$ which is the first row of the output matrix OP2, OP1 is same as IP1. Similar operation will be performed for the second and third input matrices. As given in figure 3.3 after the encryption process the resultant cipher text is obtained as $S^{\prime}=101010111001010010$. Following the same steps during decryption then plaintext is regenerated.s

### 3.3 Key Generation Process

In the proposed RTT, the key generation process is given for both fixed block size and also for variable block size. The fixed block size are those where the plaintext and ciphertext are grouped into 2 n block sizes, where ' $n$ ' is the set of positive integers and the variable block size are those where the plaintext and ciphertext are grouped into odd number of bits block sizes.

Table 3.1: Number of iteration against block sizes

| Round | Block Size | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  |  | Decimal | Binary |
| 8. | 256 | 50021 | 1100001101100101 |
| 7. | 128 | 49870 | 1100001011001110 |
| 6. | 64 | 48950 | 1011111100110110 |
| 5. | 32 | 44443 | 1010110110011011 |
| 4. | 16 | 46250 | 1011010010101010 |
| 3. | 8 | 4321 | 0001000011100001 |
| 2. | 4 | 690 | 0000001010110010 |
| 1. | 2 | 72 | 0000000001001000 |
| Tag field |  |  | 0 |

In the key generation process of fixed block size eight rounds have been considered, each for $2,4,8,16,32,64,128$, and 256 -block sizes. As given in table 3.1, each round is
repeated for a finite number of times, for example, for block size of 8 -bits (round 3 ) the iteration is for 4321 times, so, the number of iterations will form a part of the encryption-key. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16 -bit binary string. Since there are eight rounds so, the binary strings are then concatenated to form a $16 \mathrm{X} 8=128$-bit key for a particular session. The tag field is also a part of key as given in table 3.1, tag value 0 means RTT encryption and 1 means RTT decryption, so, the tag field is concatenated at LSB to get the key of 129 -bit length.

Table 3.2 gives the key generation process for variable block size operation. Here, if to see the round 4 , so, the block size here is of 61 -bits and the number of iteration for this block size is 38 times. Hence, the block size here is also a part of session key since its value is variable.

In this process the block size is taken as 8 -bit value and iteration is also an 8 -bit value per round. Therefore for each round total bits is $8+8=16$ bits. There are eight rounds so total size is $16 \times 8=128$-bits.

Table 3.2: Key generation for variable block length technique, RTT

| Round | Block Size |  | Number of Iterations |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Decimal | Binary | Decimal | Binary |
| 8. | 253 | 11111101 | 203 | 11001011 |
| 7. | 103 | 01100111 | 101 | 01100101 |
| 6. | 99 | 01100011 | 83 | 01010011 |
| 5. | 70 | 01000110 | 55 | 00110111 |
| 4. | 61 | 00111101 | 38 | 00100110 |
| 3. | 33 | 00100001 | 20 | 00010100 |
| 2. | 17 | 00010001 | 10 | 00001010 |
| 1. | 3 | 00000011 | 2 | 00000010 |
|  | Tag field |  |  |  |

Adding the tag field get total session key length as 129-bits. So, in either or both cases the key bit length is 128 bits +1 tag bit $=129$ bits.

### 3.4 Analysis

This technique is very much flexible and has a generalized approach. As this technique uses the concept of matrix so a little alteration in the algorithm produces a larger avalanche. The alteration comes up with the following specifications:-

- The block sizes can be changed to get a different solution. In the example given in section 3.2.3, the block size is 9-bits, if to change the block size to 16 bits then there will be different solution for the same plaintext.
- Matrix size can also be altered to get a different solution, for example the 16bit block size can get 4 X 4 matrix and 8 X 2 matrix sizes.
- The $1^{\text {st }}$ matrix and or $2^{\text {nd }}$ matrix can be transposed to get a different cryptographic solution.
- The orientation among the rows and or columns of the either and or both matrix also leads to another cryptographic solution. Such as after formation of two input matrices, the first row or column of the first input matrix is swapped with third row or column. This will result another cryptographic solution for the same plaintext.

So, there are many ways of alteration possible to generate new ciphers.
Considering a k-bit string is passed through the Recursive Transposition Technique (RTT) encoder, which encodes a string of same length at its output. Let X is the string of k bit. It is supplied as an input to the RTT Encoder. The encoder will generate a string $X^{1}$ of $k$ bit at the output. This is the first cycle of encoding. If the generated string is allowed to pass to the input of the encoder again, then the encoder will generate a string $X^{2}$. This is called the $2^{\text {nd }}$ cycle and so on. The process is repeated and checked each time at the output, whether the output is same as the string supplied initially (i.e. X ) or not. It is assumed that the original string is generated after i cycles. Then the intermediately generated one of (i-1 ) strings can be used as encoded string. Consider that after $\mathrm{m}(\mathrm{m}<\mathrm{i})$ cycles the generated string is used as encoded string. The original string X can be decoded by applying ( $\mathrm{i}-\mathrm{m}$ ) cycles on the encoded string.

In microprocessor based implementation MRMKRT used three routines which are then called by main program of MRMKRT. Whereas RTT uses eight subroutine which is
then called by main program (as it will be seen shortly in section 3.5 ), so, the space and time complexity of microprocessor implementation of RTT is quite more than MRMKRT. MRMKRT there is replacement of only one block, that is, only second block was replaced keeping the first block intact. The RTT can also be implemented for the replacement of two blocks; it is one of the flexibility of RTT. In this technique the number of iteration needed for decryption is same as the number of iteration needed for encryption. The first routine will clear the memory locations for storing the counter needed for regeneration of stream, so if to consider three iterations for encryption then there will be three more iteration for decryption; hence the total value of this counter is six. Therefore, in microprocessor implementation perspective the RTT is more complex in terms of time and space than MRMKRT.

RTT consist of matrix operation for both encryption and decryption so the algorithmic complexity found to be $\mathrm{O}\left(\mathrm{n}^{2}\right)$ which is much less than MRMKRT where the algorithmic complexity is $\mathrm{O}\left(\mathrm{n}^{4}\right)$.

### 3.5 Implementation

RTT is a variable length block size so it is first implemented in 9-bits, then 17-bits, then 35 -bits and continuing up-to 255 -bits block size, in this section the generalized implantation has been discussed.

The routines are developed for realizing the RTT Encoder. The routines are generalized in nature. With proper change in parameter in the routines, these may be used for any bit stream. The algorithms are written for 255 bit string. The registers described in algorithms below are A (Accumulator), B, C, D, E, H, L, SP (Stack Pointer) and PC (Program Counter). The BC, DE and HL are used as a pair of registers.

The routines are:

- Save: This routine saves the final result.
- B: This routine saves the intermediate results.
- A: This routine form the block size.
- C : This routine form the matrix.
- Prg: This routine performs XOR operation.
- Outp: This routine forms the output matrix.
- Supply: This routine regenerates the blocks.

The subroutines are described from section 3.5.1 to section 3.5.7 and the main program routine is given in section 3.5.8.

### 3.5.1 Routine 'save'

This routine saves the final result. This routine saves the string stored from FA00h onwards to the save area which starts from F9B0h onwards. Here ' $D$ ' register is used as counter, HL and BC pair is the memory pointer, loop is used to store the final data byte by byte. Since it is a generalized approach, RTT has been implemented for 256 bits, so the loop will iterate for 32 -times as there are 32 bytes. All the subroutines are called in main program described in section 3.5.8.

Step 1: The D register is used as counter, loaded with 20 h .
Step 2: The HL pair is used as pointer pointed to F9B0h, the destination
Step 3: The BC pair is used as pointer pointed to F9B0h, the source.
Step 4: The memory content pointed by BC pointer is moved to A.
Step 5: The content of A is moved to destination.
Step 6: The HL and BC pairs are incremented
Step 7: The counter register, D is decremented, till the counter is exhausted, go to step 4

Step 8: Return

### 3.5.2 Routine ' $b$ '

This routine saves the intermediate results. This routine clears the temporary result area starts from FA20h onwards for 20h bytes. HL pair is used sa a memory pointer, routine firs clears the temporary result area then stores the intermediate results. The register C is the counted which is loaded with 32 byte.

Step 1: The HL pair is used as memory pointer pointed to FA20h
Step 2: The register A is cleared.
Step 3: The register C, used as counter is loaded with 20 h .
Step 4: The content of A is moved to memory.

Step 5: The memory pointer, HL pair is incremented.
Step 6: The counter is decremented.
Step 7: Till the counter is exhausted, go to step 4
Step 8: Return

### 3.5.3 Routine ' $a$ '

This routine forms the blocks with given block size, register A is the counter, HL and BC pairs are used as memory pointer, register D is used for loop, register E is the block size.

Step 1: The register A is loaded with count value, 20h and saved in FE00h
Step 2: The HL pair used as pointer is pointed to memory location FE00h.
Step 3: The BC pair is pointed to memory location FA00h.
Step 4: The register D is cleared.
Step 5: The register E is loaded with 08 h .
Step 6: The content of the memory pointed by the BC pair is moved to the register A.
Step 7: The content of A is rotated right through carry.
Step 8: Jump on no-carry to step 11.
Step 9: On carry, the content of D will move to the memory pointed by the HL pair.
Step 10: The HL pair is incremented.
Step 11: The D register is incremented.
Step 12: The E register is decremented.
Step 13: Till the register $E$ is exhausted, go to step 7.
Step 14: Else the BC pair is incremented.
Step 15: The count value is retrieved and decremented and pushes back to the stack.

Step 16: Till the count value is exhausted, go to step 5.
Step 17: The content of L is moved to the memory location FDFFh.
Step 18: Return

### 3.5.4 Routine ' $c$ '

This routine form the matrices of the input stream, HL pair is used as memory pointer, register C is the matrix size, MSB 4-bits is the row size of the matrix and the LSB 4-bits are the column size. This routine also calls routine 'prg' to perform matrix wise XOR operation.

Step 1: The HL pair used as pointer is set to the memory location FDFFh.
Step 2: The content of the memory location FDFFh is moved to C register.
Step 3: Is the memory content zero?
Step 4: If yes, return.
Step 5: Else, the HL pointer is incremented to FE00h.
Step 6: The routine 'prg' is called.
Step 7: The register C is decremented.
Step 8: Till the content of register C is exhausted, go to step 5.
Step 9: Return.

### 3.5.5 Routine 'prg'

This routine performs the XOR operation of the two consecutive matrices. The register H is loaded with FBh which is the matrix location, XOR operation is performed bit by bit of the two consecutive memory locations. The row and column information is obtained from register A and C. Thus this routine performs the main function of RTT Encoding.

Step 1: The content of the memory is moved to the register L .
Step 2: The register H is loaded with FBh.
Step 3: The memory content is moved to register A and C register. This 8 bit data gives the row and column information of the position of the target. The 5 most significant bits give the row and the 3 least significant bits the column information.
Step 4: The row information is derived from the data, stored in register E and in memory FAFFh.

Step 5: The column information is derived from the data and stored in FAFFh.
Step 6: The BC pair is set to FAFEh.
Step 7: The HL pair is set to FA20h, the base address of the result area.

Step 8: The content of the memory, pointed by BC pair is moved to register A. Step 9: If the content of A is zero, go to step 11.

Step 10: The HL pair is incremented and the A register is decremented till the content of A is zero.

Step 11: The BC pair is pointed to the memory location FAFFh.
Step 12: The content of FAFFh is moved to the register A.
Step 13: The register D is loaded with 00000001 b .
Step 14: If the content of A is zero, go to step 20.
Step 15: Else, the content of $A$ is moved to the register C .
Step 16: The content of register D is moved to the register A.
Step 17: The content of A is rotated left and the register C is decremented.
Step 18: Till the content of C is exhausted, go to step 17.
Step 19: The content of A is moved to D register.
Step 20: The content of A is XORed with that of the memory and the result is in A.

Step 21: Return.

### 3.5.6 Routine 'outp'

This routine compares the data from location F9B0h onwards with that of FA20h onwards for 20h bytes. This routine regenerates the output matrix, HL and BC pair is used for memory pointer, register D is counter, as it is a generalized implementation of 256-bits source stream so there are 32 bytes which is 20 h and loaded into register D.

Step 1: The HL pair and BC pair are pointed to F9B0h and FA20h respectively.

Step 2: The register D used as counter is loaded with 20h.
Step 3: The content of memory pointed by BC pair is moved to A.
Step 4: The content of A is compared with that of the memory, pointed by the HL.

Step 5: If not zero, go to step 9.
Step 6: Else, the HL pair and BC pair are incremented.
Step 7: The register D is decremented.
Step 8: If not zero, go to step 3.

Step 9: Return.

### 3.5.7 Routine 'supply'

This routine is used to supply the generated string at FA20h onwards to FA00h onwards for 20 h bytes. This routine regenerates the output blocks. HL and BC pair is used as memory pointer. Register D is loaded with 20h (32 bytes) to regenerates the output blocks.

Step 1: The HL and BC pair are pointed to FA00h and FA20h respectively.
Step 2: The register D used as counter is loaded with 20h.
Step 3: The content of the memory pointed by BC pair is moved to A.
Step 4: The content of A is moved to the memory pointed by the HL pair.
Step 5: Both the BC and HL pairs are incremented.
Step 6: The content of D register is decremented.
Step 7: Till the content of $D$ is exhausted, go to step 3.
Step 8: Return.

### 3.5.8 Algorithm of the Main Program for RTT Encoder

The main program for RTT Encoding calls the routines described above for the transformation. When the routines are called, the registers used for it are properly saved in the stack and at the time of leaving the routine the previous condition is restored by popping.

Step 1: The stack pointer SP is initialized at the highest address of the usable RAM.

Step 2: A register pair HL is used as pointer for iteration / cycle is initialized.
Step 3: Another pointer used for storing the result (the transformed block) is saved in memory.

Step 4: The routine 'save' is called to save the string from FA00h onwards to F9B0h onwards.
Step 5: The routine ' $\mathbf{b}$ ' is called the temporary result area.
Step 6: The routine ' $\mathbf{a}$ ' is called to find the positions of 1 s in the string and store from FE00h onwards.

Step 7: The routine ' $\mathbf{c}$ ' is called to check for presence of 1 s in the string and calls 'prg' for the transformation consulting the table stored FB00h onwards.
Step 8: The content of the memory pointed by the pointer is incremented.
Step 9: The routine 'outp' is called to compare the generated string with the saved string.

Step 10: The transformed block is equal to the original block, the result is displayed and go to step 12.
Step 11: Else, the generated result is supplied to the location from where the transformation will begin, by calling the routine 'supply' and go to step 5.

Step 12: Stop and end.

The above algorithm is implemented in assembly level for 15 bit initially in order to verify the transformation. The same algorithm is extended to 255 bit block with the presently available microprocessor based kit in the laboratory. It is worth pointing that there is no limitation in increasing the length of the block, if the microprocessor based system supports with large memory. For the bit-length higher than 255 bit, the destination of the target has to be coded for more than 9 bits. The developed assembly level programs are available. Therefore the theoretically computed iterations / cycles conforms the experimental value.

### 3.6 Results and Comparisons

RTT is also implemented in C-programming language and some of the results are taken to compares with RSA and MRMKRT, to prove the feasibility of RTT and then finally implemented for microprocessor based solutions. Section 3.6.1 discuss implementation based issues, section 3.6.2 illustrates the frequency distribution graph, section 3.6.3 test for nonhomogeneity, section 3.6.4 gives the time complexity analysis and section 3.6.5 illustrates the avalanche ratio test.

### 3.6.1 Implementation Based Results

MRMKRT and RTT are encoded in 8085-assembly language program, MRMKRT is encoded for 4 -bit block size, then 8 -bit block size continuing upto 256 -bit block size and
finally a generalized coding has been done. RTT is variable length techniques and these are encoded with variable length block size say 9-bit, 15-bit, 25 -bit continuing upto 255 -bit block size and finally a generalized coding has been done. Techniques are implemented in bit-level with private/symmetric key cryptography. MRMKRT is substitution cipher where as RTT is substitution and transposition technique, RTT uses Boolean as basic operation and MRMKRT uses both modulo addition (non Boolean) and Boolean as a basic operation.

Table 3.3: Comparisons of MRMKRT and RTT

| Characteristics $\downarrow$ | Proposed Techniques $\rightarrow$ | MRMKRT |
| :--- | :---: | :---: |
| Block Cipher | $\sqrt{ }$ | $\checkmark$ |
| Fixed Length Block Cipher | $\sqrt{ }$ | - |
| Variable Length Block Cipher | - | $\sqrt{ }$ |
| Implementation in Bit-Level | $\sqrt{ }$ | $\sqrt{ }$ |
| Implementation other than Bit-Stream | - | - |
| Private/Symmetric Key System | $\sqrt{ }$ | $\sqrt{ }$ |
| Substitution Technique | $\sqrt{ }$ | $\sqrt{ }$ |
| Transposition Technique | - | $\sqrt{ }$ |
| Boolean as Basic Operation | $\sqrt{ }$ | $\sqrt{ }$ |
| Non-Boolean as Basic Operation | $\sqrt{ }$ | - |
| No Alteration in Size | $\sqrt{ }$ | $\sqrt{ }$ |
| Formation of Cycle | $\sqrt{ }$ | $\sqrt{ }$ |
| Non-formation of Cycle | - | - |
| Number of sub-programs used | 4 | 7 |
| Number of IO/M operations per block of encryption/decryption | 9 | 5 |
| Number of Boolean operations used per block of encryption/decryption | 1 | 1 |
| Number of Non Boolean operations used per block of <br> encryption/decryption | 5 | 0 |
| Calculated T-states per block of encryption/decryption | 760 | 544 |



Figure 3.4: Graphical representation of comparisons of MRMKRT and RTT

The plaintext size and ciphertext size remains same for both proposed techniques. MRMKRT and RTT forms cycle where the plaintext regenerates after some finite number of iteration depends on block size and number of iteration used during encryption. MRMKRT and RTT used 4 and 7 sub-programs respectively. MRMKRT used 9 IO/M operations, and RTT used 5 IO/M operations per block encryption/decryption. MRMKRT and RTT used one Boolean operation per block of encryption/decryption but MRMKRT also used 5 non Boolean operations. So, T-states calculated for MRMKRT and RTT are 760 and 544 respectively. Thus it can be said that in microprocessor based implementation perspective RTT is the faster than MRMKRT in terms of execution speed per block of encryption/decryption. Table 3.3 and figure 3.4 summarize these discussions.

### 3.6.2 Frequency Distribution Graph

This section illustrates frequency distribution graph obtained after encrypting source file/plaintext file with RSA, MRMKRT and RTT. The frequency distribution graph shows the percentage of occurrences of 256 -ASCII characters in both plaintext/source file and ciphertext/encrypted file. Though there are ten files encrypted with all four algorithms/techniques but here one source file and the corresponding encrypted file is taken for analysis as other nine files shows the same result. This analysis is one of the important statistical analyses for any cryptographic solutions.


Characters of the Encrypted File
Figure 3.5: The frequency distribution graph of RSA encrypted file


Figure 3.6: The frequency distribution graph of source file and MRMKRT encrypted file


Figure 3.7: Frequency distribution graph of RTT encrypted file

The variation of frequencies of all the 256 ASCII characters between the source file and the encrypted file are given in above figures. Over the 0-255 region of the encrypted file against the source file ensures better security provided by the proposed algorithm and it also shows the heterogeneity between the two files. These variation frequencies ensure against
brute force attack. Figure 3.5 shows the frequency distribution of RSA encrypted file. Figure 3.6 shows the frequency distribution of source file and frequency distribution of MRMKRT encrypted file. The upper half is the frequencies of source file and lower half is the frequencies of MRMKRT encrypted file. Figure 3.7 shows the frequency distribution of RTT encrypted file. The frequency distribution of this proposed technique, RTT, is well distributed. It is also observed that the frequency of MRMKRT is also well distributed. But it is evident that the frequency distribution of RSA is not well distributed. So it can be say that the proposed technique, RTT, shows a marginal improvement over RSA but this result is same for MRMKRT. Thus it can be said that RTT is well comparable with RSA and MRMKRT in terms of frequency distribution analysis.

### 3.6.3 Non-Homogeneity Test

Chi-Square test is carried out to perform non-homogeneity test, the observed frequency is here the plaintext file and the expected frequency is here the ciphertext file. ChiSquare test basically gives the non-homogeneity between observed frequency and expected frequency, therefore giving the non-homogeneity between plaintext and ciphertext.

Table 3.4: Chi-Square values of RSA, MRMKRT and RTT

| Source File | File Size | Chi-Square Value |  |  | Degree of Freedom |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Bytes) | RTT | MRMKRT | RSA | RTT | MRMKRT | RSA |
| license.txt | 17,632 | 240550 | 221484 | 40159 | 255 | 255 | 64 |
| cs405(ei).doc | 25,422 | 270080 | 295480 | 199354 | 255 | 255 | 66 |
| acread9.txt | 35,121 | 449011 | 420836 | 179524 | 255 | 255 | 73 |
| deutsch.txt | 47,829 | 582499 | 555127 | 344470 | 255 | 255 | 77 |
| genesis.txt | 49,600 | 688115 | 657591 | 416029 | 255 | 255 | 75 |
| pod.exe | 69,981 | 916577 | 886397 | 751753 | 255 | 255 | 76 |
| mspaint.exe | 136,463 | 1340770 | 1213869 | 1204193 | 255 | 255 | 88 |
| cmd.exe | 152,028 | 1990000 | 1792759 | 585857 | 255 | 255 | 73 |
| d3dim.dll | 193,189 | 4350880 | 4351663 | 328677 | 255 | 255 | 10 |
| clbcatq.dll | 403,901 | 4425780 | 3823423 | 328511 | 255 | 255 | 11 |

The Chi-Square values are used to analyze the scheme to test the non-homogeneity of the source and the encrypted file. Table 3.4 gives the file size and the corresponding Chi-

Square values for ten different types of files. It is evident that Chi-Square values for RTT are greater compared to RSA and MRMKRT. The average Chi-Square values of RTT, MRMKRT and RSA are 1525426, 1421863 and 437853 respectively. Hence the source and the corresponding encrypted files of RTT are considered to be more heterogeneous than rest of the techniques/algorithm, RSA and MRMKRT.


Figure 3.8: Graphical comparisons of Chi-Square values of RTT, MRMKRT and RSA

Figure 3.8 shows the Chi-Square value graph of RTT, MRMKRT and RSA encrypted files of the corresponding files. Ten files are encrypted with RTT, MRMKRT and RSA and their values are tabulated and shown in figure. It is obvious that Chi-Square value of RTT is greater than that of MRMKRT and RSA. Therefore it can be said that RTT shows more heterogeneous result than MRMKRT and RSA.

### 3.6.4 Time Complexity Analysis

Time complexity analysis is another important algorithmic parameter. A posteriori estimate method of time complexity analysis has been done, in this method an algorithm is encoded first and then the time of executing is noted down with test data. In this section
encryption time and decryption time is taken as parameters for performing time complexity analysis.

Table 3.5: Comparisons of time complexity analysis of RTT, MRMKRT and RSA

| Source File | File Size <br> (Bytes) | Encryption time (in <br> Seconds) |  |  | Decryption time (in <br> seconds) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RTT | MRMKRT | RSA | RTT | MRMKRT | RSA |
| license.txt |  | 0.01 | 0.01 | 0.01 | 0.00 | 0.12 | 0.28 |
| cs405(ei).doc | 25,422 | 0.01 | 0.01 | 0.03 | 0.01 | 0.13 | 0.30 |
| acread9.txt | 35,121 | 0.05 | 0.15 | 0.21 | 0.05 | 0.15 | 1.67 |
| deutsch.txt | 47,829 | 0.12 | 0.18 | 0.35 | 0.10 | 0.18 | 3.51 |
| genesis.txt | 49,600 | 0.20 | 0.23 | 0.40 | 0.20 | 0.20 | 5.06 |
| pod.exe | 69,981 | 0.37 | 0.39 | 0.39 | 0.35 | 0.33 | 4.34 |
| mspaint.exe | 136,463 | 0.40 | 0.40 | 0.65 | 0.38 | 0.43 | 8.37 |
| cmd.exe | 152,028 | 0.42 | 0.44 | 0.61 | 0.42 | 0.51 | 6.59 |
| d3dim.dll | 193,189 | 0.45 | 0.57 | 0.75 | 0.45 | 0.52 | 10.15 |
| clbcatq.dll | 403,901 | 0.55 | 0.60 | 0.95 | 0.55 | 0.55 | 11.70 |

Table 3.5 illustrates time complexity data taking encryption time and decryption time. It is observed that the cumulative time of encrypting all the ten files of RTT is 2.58 seconds, MRMKRT is 2.98 seconds and RSA is 4.35 seconds. It is also observed that cumulative time of decrypting all the ten files of RTT is 2.51 seconds, MRMKRT is 3.12 seconds and RSA is 51.97 seconds. Thus in terms of time complexity analysis RTT is far better that MRMKRT and RSA.


Figure 3.9: Pictorial representation of time graph of RTT, MRMKRT and RSA encryption


Figure 3.10: Pictorial representation of time graph of RTT, MRMKRT and RSA decryption

Figure 3.9 shows the encryption time of RTT, MRMKRT and RSA. It has been seen that encryption time complexity of RTT is quite comparable with MRMKRT and RSA. Figure 3.10 shows the decryption time of RTT, MRMKRT and RSA. The decryption time of RSA is so large that rest of the techniques almost falls in same line. But still it can be said that time complexity of RTT is quite comparable with MRMKRT and RSA.

### 3.6.5 The Avalanche Ratio Test

The extent of dependency between many bits of plaintext, ciphertext and key is shown with the help of Avalanche ratio test. If a single bit in plaintext or key is modified then it will alter many bits of the ciphertext. Thus avalanche ratio test is another important cryptographic parameter, this section performs this test.

Table 3.6 shows the avalanche ratio test results of RTT, MRMKRT and RSA. This test doesn't show any significant result of RTT. MRMKRT involves left circular rotation after modulo addition so avalanche ratio test is greater in MRMKRT than RTT where only one block (second block) is replaced during encryption. The avalanche ratio test of RTT is comparable with RSA.

Table 3.6: Comparisons avalanche ratio of RTT, MRMKRT and RSA

| Source File | File Size (Bytes) | Avalanche Ratio(in Percentage) |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | MRMKRT | RTT |
| license.txt | 17,632 | 58.0 | 77.7 | 60.0 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 | 65.0 |
| acread9.txt | 35,121 | 75.0 | 88.8 | 68.5 |
| deutsch.txt | 47,829 | 78.9 | 89.0 | 73.0 |
| genesis.txt | 49,600 | 80.9 | 87.0 | 75.5 |
| pod.exe | 69,981 | 58.0 | 77.0 | 80.0 |
| mspaint.exe | 136,463 | 58.9 | 76.0 | 81.5 |
| cmd.exe | 152,028 | 67.0 | 77.0 | 70.0 |
| d3dim.dll | 193,189 | 67.9 | 82.9 | 73.5 |
| clbcatq.dll | 403,901 | 68.0 | 88.5 | 65.0 |

### 3.7 Discussions

The technique proposed giving satisfactory result in heterogeneous point of view. The average Chi-Square values of RTT, MRMKRT and RSA are 1525426, 1421863 and 437853 respectively. So, it can be concluded that this proposed RTT, has the highest average ChiSquare value and is most heterogeneous. The block length may further increased beyond 256 bits, which may enhance the security. The future scope of this work is to incorporate the algorithm / Technique in embedded systems. The satisfactory results have been found after implementation and testing. So, this technique is can be used in future for achieving security in electronic devices.

The future scope of work is to propose various cryptographic solutions/techniques in FPGA based systems. As FPGA based system is a hot research topic now a day so the candidate developed some FPGA based systems. Six set of algorithms/techniques has been proposed for FPGA-Based solutions. These are given in next sections of this thesis.

## Section II

FPGA Based Solutions

## Chapter 4

Two Pass Replacement Technique (TPRT)

### 4.1 Introduction

Corporate objectives, such as increasing profits and sales revenue while utilizing research and development efficiently, are putting severe pressure on today's research and design engineering teams. The resulting system level challenges-creating new products and lowering the cost of existing "successful" products with fewer people and resources in less time-can be addressed by using a design philosophy based on FPGAs. A system architecture using FPGAs as a key component not only reduces new product-development research and development costs but also the total cost of the organization of a product's entire life cycle. It is the new low cost, power devices, the FPGA family, can reduce total system costs in addition to improving the quality of the products.

Global competition and economic factors are squeezing profits and sales of high-tech products, putting tremendous pressure on design engineer to bring to market products with lower cost. Investing in research and development in new product development presents two different system challenges: creating completely new products that take advantage of the latest technologies, features, or solutions available in the market, and developing the same for low cost. For high-tech companies in today's cost-conscious and power-sensitive "green" environment, the first challenge translates into creating a completely new product with some specific functionality not offered by anyone else, while having a lower priced entry point and/or lower power footprint. The cost reduction of existing successful products is typically handled by driving down the cost of the components from the product's bill of materials is another challenge. Another option is for design teams to redesign the product, not for new functionalities, but also to achieve more significant reduction of costs.

These goals can be achieved now with a new technological solution namely "FPGAbased system design". Keeping views with all these section II of thesis deals with cryptographic solutions based on FPGA.

In previous section, chapter two and chapter three MRMKRT and RTT were designed and proposed respectively for microprocessor based systems. As FPGA has revolutionised the hardware design so the next six techniques are proposed based on FPGA systems.

Section 4.2 discussed the algorithm of TPRT with a block level diagram, section 4.3 gives a detailed example of encryption and decryption process, section 4.4 discussed the implementation issues with key generation, section 4.5 gives a brief analysis, section 4.6 discussed the results obtained based on implementation and discussions are given in section 4.7.

### 4.2 The Algorithm of TPRT

The proposed technique is a type of replacement technique or substitution technique. A substitution cipher is one in which each symbol of the plaintext is exchanged for another symbol. If this is done uniformly this is called a mono-alphabetic cipher or simple substitution cipher. If different substitutions are made depending on where in the plaintext the symbol occurs, this is called a poly-alphabetic substitution. This proposed technique is a poly-alphabetic cipher.

The original message is considered as a stream of bits, which is then divided into a number of blocks, each containing k (variable number of bits) bits. As it is a generalized approach so, $\mathrm{k}=2 * \mathrm{n}$ or $\mathrm{k}=(2 * \mathrm{n}+1)$ that is even or odd numbers of bits per block, where $\mathrm{n}=$ \{set of positive integers \}. The technique is implemented in both FPGA-based system and in high level programming language. The two adjacent blocks of a given size are XORed, the result replaces the second block, and the first block remains unchanged. In next iteration the two adjacent blocks are again XORed, now result replaces the first block, and the second block remains unchanged. Then writing the adjacent two blocks gives the target stream. The same process is repeated in whole message using a variable size of stream. The round is repeated for a finite number of times and the intermediate stream is considered as an encrypted stream.

The technique is symmetric in nature so the decryption is done in similar manner. After decomposing the encrypted stream into number of blocks, the two adjacent blocks are XORed, the result replaces the first block, and the second block remains unchanged. In next iteration the two adjacent blocks are again XORed, now result replaces the second block, and the first block remains unchanged. The decryption is nothing but the iteration until the source stream is got. The number of iteration requires for the decryption depends upon the block size and the number of iterations performed during encryption. The flow is during encryption in first iteration second block is changed with the XORed result and in the second iteration first block is changed with the XORed result. During decryption in first iteration first block is changed with the XORed result and in the second iteration second block is changed with the XORed result.

TPRT is a bit-level symmetric key block cipher. The number of iterations required for TPRT decryption is same as the number of iterations used in TPRT encryption. A generalized approach is taken for explaining the algorithm of TPRT.

TPRT Encryption


Figure 4.1: Block diagram of Two Pass Replacement Technique (TPRT)

### 4.2.1 The Encryption Process

The whole message is considered as a stream of $n$-bits and it is broken down into a finite number of k blocks, so the size of each block, $\mathrm{m}=\mathrm{n} / \mathrm{k}$ bits. As it is generalized approach so block size of $\mathrm{m}=2 * \mathrm{i}$ or $(2 * \mathrm{i}+1)$ where $\mathrm{i}=\{1,2,3, \ldots \ldots\}$ is a set of positive integer. The block size varies between even and or odd numbers of bits. The block diagram of the encryption and decryption process of TPRT is given in figure 4.1.

Two successive blocks of a given length are XORED to get the result. The result replaces the second block remaining the first block intact. The whole operation is performed
on ' $m$ ' numbers of blocks that is $0^{\text {th }}$ block to ( $\mathrm{m}-1$ ) the block. As discussed above is repeated in reversible manner that is the result of the XORED operation between the first block and second block is replaces the first block, keeping the second block intact.

Varying the block sizes performs the whole operation again, let the initial TPRT operation is for block size of 2-bits, then the next TPRT operation could be for block size of 4-bits. The number of blocks must be even, to obtain this successive zeroes are added in LSB position. This round is repeated for a finite number of times and the number of iterations will form a part of the session key as discussed in section 4.4.

### 4.2.2 The Decryption Process

The technique is symmetric in nature so the decryption is done in similar manner. At the receiver end the n-bit ciphertext stream is broken into k-number of blocks each having, $\mathrm{m}=\mathrm{n} / \mathrm{k}$ number of bits. As it is generalized approach so block size of $\mathrm{m}=2 * \mathrm{i}$ or $(2 * \mathrm{i}+1)$ where $\mathrm{i}=\{1,2,3, \ldots \ldots\}$ is a set of positive integer. So, the block size varies between even and or odd numbers of bits. The flow diagram of the encryption and decryption process of TPRT is given in figure 4.1. Now, the first block is XORED with second block and the result replaces the first block keeping second block intact, in this way the XOR operation is performed for the all k-blocks. In the next iteration the first block and second block are XORED and now replacing the second block keeping first block intact. The number of iteration requires for the decryption depends upon the block size and the number of iterations performed during encryption.

### 4.3 Example

Two Pass Replacement Technique (TPRT) is an approach towards e-security through a variable length block cipher based symmetric encryption technique implemented in FPGA based systems. The term 'variable length' block cipher means that TPRT is not restricted to $2^{\mathrm{n}}$ block sizes, where $\mathrm{n}=\{0,1,2, \ldots \ldots\}$, TRRT can also have odd number bits block sizes and with this TPRT encryption and TPRT decryption can be carried out successfully.

Table 4.1: Encryption process of TPRT

| Encryption <br> Phase | Source Stream 10101100 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Pass1 | 10 | 10 | 11 | 00 |
| Pass2 | Source Stream after Pass2 |  |  |  |
|  | 10 | 00 | 11 | 11 |
|  | Source Stream after Pass3 |  |  |  |
|  | 10 | 00 | 00 | 11 |
| Encrypted stream 10000011 |  |  |  |  |

The encryption process of TPRT is illustrated in table 4.1. Let the source stream be, $S=10101100$, now in the encryption pass 1 this stream is broken down into four blocks each of having 2 -bits size. So, there are four blocks, ' 10 ', ' 10 ', ' 11 ' and ' 00 ' which is illustrated row one of table. Then in encryption process, first block is XORED with second block and the result is replacing the second block keeping the first block intact, similarly the third block and fourth blocks are XORed and the replacing the fourth block keeping third block intact. Now to get the blocks, ' 10 ', ' 00 ', ' 11 ' and ' 11 ', which is depicted in row two of table. In the encryption pass 3 the same operation is performed but here the result of XOR between first block and second block replaces the first block keeping second block intact, similarly the result of XOR between the third block and fourth block replaces the third block keeping fourth block intact. Now the blocks, ' 10 ', ' 00 ', ' 00 ' and ' 11 ' are generated, which is given in row three of table. Concatenating blocks gives the target stream, finally depicted in row four of table. Here, the encrypted stream is generated, $S^{\prime}=10000011$. In this section only 8 -bit source stream is considered for understanding the technique, but during actual implementation the block size taken as 256 -bits.

Table 4.2: Decryption process of TPRT

| Decryption <br> Phase | Encrypted Stream 10000011 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Pass1 | 10 | 00 | 00 | 11 |
| Pass2 | Source Stream after Pass2 |  |  |  |
|  | 10 | 00 | 11 | 11 |
|  | Source Stream after Pass3 |  |  |  |
|  | 10 | 10 | 11 | 00 |
| Decrypted Stream 10101100 |  |  |  |  |

The decryption process of TPRT is illustrated in table 4.2. The ciphertext is, $S^{\prime}=10000011$, now in the decryption pass1 this stream is broken down into four blocks each of having 2 -bits size. So, there are four blocks, ' 10 ', ' 00 ', ' 00 ' and ' 11 ', which is depicted in row one of table. Then in decryption process, first block of a given length is XORED with second block and the result is replacing the first block keeping the second block intact, similarly the third block and fourth blocks are XORED and the replacing the third block keeping fourth block intact. Now to get the blocks, ' 10 ', ' 00 ', ' 11 ' and ' 11 ', which is illustrated in row two of table. In the decryption pass 3 the same operation is performed but here the result of XOR between first block and second block replaces the second block keeping first block intact, similarly the result of XOR between the third block and fourth block replaces the fourth block keeping third block intact. Now got the blocks, '10', ' 10 ', ' 11 ', and ' 00 ', which is depicted in row three of table. Then writing the adjacent blocks gives the target stream. Here, the decrypted stream is generated, $S "=10101100$, which is finally given in row four of table. Therefore, if compare $S=S^{\prime}$, that is, the source stream is again regenerated.

### 4.4 Implementation and Key Generation

To analyze the performance, TPRT has been implemented both in FPGA and C programming language. This has been implemented in VHDL for RTL design to be embedded in the FPGA based systems. A good synthesis and simulation been generated in Xilinx ISE 8.1i software. Section 4.4.1 discusses key generation process.

```
library IEEE, STD;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
use IEEE.numeric_std.all;
use work.rajdeep.all;
use std.textio.all;
use std.standard.all;
use IEEE.std_logic_textio.all;
entity TPRT_Final_VHDL is
    Port (IN_DATA : in BIT_VECTOR (255 downto 0);
        OUT_DATA : out BIT_VECTOR (255 downto 0);
        EN_DN : inout BIT;
        ITERATION: in BIT_VECTOR(7 downto 0);
        BLOCK_SIZE : in BIT_VECTOR(7 downto 0));
    end TPRT_Final_VHDL;
```

Figure 4.2: Top-level design of TPRT

This proposed technique has been implemented in IEEE VHDL using 256-bit block size. The block-size can be altered just by altering the size of bit_vector type variables, signals and ports from 255 downto 0 to $n-1$ downto to 0 where ' $n$ ' is the block size. The modular design approach is taken while coding this cipher.

Figure 4.2 shows the top-level design of TPRT. The main features of the implementation are as follows:-

- TPRT Encryption and Decryption using same RTL design.
- Coded using Behavioural model.
- This program is implemented for text file input and output and also for RTL design for FPGA-chip.
- Encryption and decryption available for all the block size.
- This top-level module has five ports, in_data, out_data, block_size, iteration and EN_DN.
- $\quad \mathrm{EN} \_\mathrm{DN}=0$, means encryption is being done, $\mathrm{EN} \_\mathrm{DN}=1$, means decryption is being done.
- The chip entity, in_data is the input bit stream; out_data is the output bit stream.
- block_size selects block size upon which encryption to be performed or decryption to be performed.
- Iteration selects the number of iterations to be performed during encryption and decryption for particular block size.
- EN_DN will tell the receiver side that encryption or decryption is being done.
- As this program will also work for text data files so there are three types of TEXT files used in this implementation, "in.txt" for Source block (SB), "out.txt" for Target Block (TB) and "block_size.txt" for selecting block size for encryption/decryption operation.

The rest of the coding is done by defining the package which contains functions and procedures.


Figure 4.3: Top-level RTL design of TPRT

Figure 4.3 shows the top level RTL design of TPRT. TPRT mainly consist of three functions namely TPRT_ENDN, TPRT_Encryption_ALL, TPRT_Decryption_ALL. TPRT also consist of one procedure namely TPRT_Formation. The function in IEEE VHDL has many input parameters but only one output parameter and procedure in IEEE VHDL has many input and or output parameters. The functions and procedures which are used to realize TPRT are as follows:-

- Function TPRT_ENDN:- This is the main function which performs encryption/decryption using given block size and iteration options.
- Function

TPRT_Encryption_ALL:-

- Function

TPRT_Decryption_ALL:-

- Procedure

TPRT_Formation:-

This is the function which performs encryption using given block size and iteration options.

This is the function which performs decryption using given block size and iteration options.

This is the common VHDL procedure which forms the cone according to the Source Block (SB), before performing encryption/decryption.

Therefore, by using the modular design approach and behavioral approach this proposed cipher has been successfully realized in IEEE VHDL.

### 4.4.1 Key Generation

In the proposed TPRT, the key generation process is given for both fixed block size and also for variable block size.

Table 4.3 illustrates the key generation process for fixed block size or in other words blocks sizes of $2^{n}$, where ' $n$ ' is any integer.

Table 4.3: Representation of number of iterations in each round by bits for $2^{n}$

| Round | Block Size | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  |  | Decimal | Binary |
| 8. | 256 | 50021 | 1100001101100101 |
| 7. | 128 | 49870 | 1100001011001110 |
| 6. | 64 | 48950 | 1011111100110110 |
| 5. | 32 | 44443 | 1010110110011011 |
| 4. | 16 | 46250 | 1011010010101010 |
| 3. | 8 | 4321 | 0001000011100001 |
| 2. | 4 | 690 | 0000001010110010 |
| 1. | 2 | 72 | 0000000001001000 |
|  | Tag field |  |  |

In the fixed block size key generation process eight rounds have been considered, each for $2,4,8,16,32,64,128$, and 256 -block sizes. As given in table 4.3, each round is repeated for a finite number of times, for example, for block size of 2-bits (round 1) the iteration is for 72 times, for block size of 4-bits (round 2) the iteration is for 690 times, for block size of 8 -bits (round 3) the iteration is for 4321 times, for block size of 16 -bits (round 4) the iteration is for 46250 times, for block size of 32-bits (round 5) the iteration is for 44443 times, for block size of 64-bits (round 6) the iteration is for 48950 times, for block size of 128-bits (round 7) the iteration is for 49870 times, and for block size of 256 -bits (round 8 ) the iteration is for 50021 times, so, the number of iterations will form a part of the encryptionkey. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16-bit binary string. Since there are eight rounds so, the binary strings are then concatenated to form a $16 \times 8=128$-bit key for a particular session. The tag field is also a part of key as given in table 4.3, tag value 0 means TPRT encryption and 1 means TPRT decryption, so, the tag field is concatenated at LSB to get the key of 129 -bit length. So, got the key as,
$\mathrm{K}=110000110110010111000010110011101011111100110110101011011001101110110001$ 010101000010000111000010000001010110010000000000100100000.


Figure 4.4: Top-level RTL design of TPRT fixed size key generation

Figure 4.4 illustrates the top level RTL design for the TPRT fixed size key generation, here it can be seen that there are four ports, the three input ports are Block_Size, Iteration, Encryption/Decryption option. The output port is the generated session key of 129-bits in size.

Table 4.4: Key generation for variable block length technique for TPRT

| Round | Block Size |  | Number of Iterations |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Decimal | Binary | Decimal | Binary |
| 8. | 253 | 11111101 | 203 | 11001011 |
| 7. | 103 | 01100111 | 101 | 01100101 |
| 6. | 99 | 01100011 | 83 | 01010011 |
| 5. | 70 | 01000110 | 55 | 00110111 |
| 4. | 61 | 00111101 | 38 | 00100110 |
| 3. | 33 | 00100001 | 20 | 00010100 |
| 2. | 17 | 00010001 | 10 | 00001010 |
| 1. | 3 | 00000011 | 2 | 00000010 |
|  | Tag field |  |  |  |

Table 4.4 gives the key generation process for variable block size operation. Here if to see the round 1 , so, the block size here is of 3 -bits and the number of iteration for this block size is 2 times, for round 2 the block size is 17 -bits and the number of iteration is 10 times, for round 3 the block size is 33 -bits and the number of iteration is 20 times, for round 4 the block size is 61 -bits and the number of iteration is 38 times, for round 5 the block size is 70 bits and the number of iteration is 55 times, for round 6 the block size is 99 -bits and the number of iteration is 83 times, for round 7 the block size is 103 -bits and the number of iteration is 101 times, and for round 8 the block size is 253 -bits and the number of iteration is 203 times. Hence, the block size here is also a part of session key since its value is variable. In this scheme the block sizes are taken as 8 -bit value and iteration is also an 8 -bit value per round. Therefore for each round total bits is $8+8=16$ bits. There are eight rounds so total size is $16 \times 8=128$-bits. Adding the tag field got total session key length as 129 -bits. Tag value 0 means TPRT encryption and 1 means TPRT decryption So, in either or both cases the key bit length is 128 bits +1 tag bit $=129$ bits. So, got the key as, $\mathrm{K}=111111011100101101100111011001010110001101010011010001100011011100111101$ 001001100010000100010100000100010000101000000011000000100.


Figure 4.5: Top-level RTL design of TPRT variable size key generation

Figure 4.5 illustrates the top level RTL design for the TPRT variable size key generation, here it be can seen that there are four ports, the three input ports are Block_Size, Iteration, Encryption/Decryption option. The output port is the generated session key of 129bits in size.

### 4.5 Analysis

Block ciphers are cryptographic primitives that operate on fixed size texts (blocks). Most designs aim towards secure and fast encryption of large amounts of data. The number of iterations of TPRT encryption and TPRT decryption is same so, the order of complexity of TPRT is $\mathrm{O}\left(\mathrm{n}^{2}\right)$ where ' n ' is the block size, this means the encryption time and decryption time varies linearly with the block size, this is illustrated in result and comparison section. Block ciphers also serve as the building block of a number of hash functions and message authentication codes (MAC). The TPRT is a simple block cipher to implement so, it can be used to generate encryption based Message Authentication Codes (MAC). The task of cryptanalysis is to ensure that no attack violates the security bounds specified by generic attack namely exhaustive key search and table lookup attacks. The non-homogeneity using Chi-Square value is also illustrated in result and comparison section. Since, the key length is 129 -bits so; brute force attack is somehow difficult. Most general types of block cipher cryptanalysis has been discussed concentrating on the algebraic attacks. While the algebraic techniques have been successful on certain stream cipher the application to block ciphers has not shown any significant results so far.

Table 4.5: Plaintext and equivalent Hex code

| Plaintext | Hex <br> code | Plaintext | Hex <br> code | Plaintext | Hex <br> code | Plaintext | Hex <br> code |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 41 | O | 4 F | <space> | 20 | T | 54 |
| T | 54 | S | 53 | U | 55 | O | 4 F |
| T | 54 | T | 54 | N | 4 E | M | 4 D |
| A | 41 | P | 50 | T | 54 | O | 4 F |
| C | 43 | O | 4 F | I | 49 | R | 52 |
| K | 4 B | N | 4 E | L | 4 C | R | 52 |
| <space> | 20 | E | 45 | L | 4 C | O | 4 F |
| P | 50 | D | 44 | <space> | 20 | W | 57 |

Let it encrypt $\mathrm{P}=$ "ATTACK POSTPONED UNTILL TOMORROW". This plaintext has been encrypted using the key obtained in section 4.4.1. During encryption the letters are converted into ASCII which is then the equivalent hex code is fed into FPGA-based implemented routine described in section 4.4. Then to get the encrypted hex value which is again converted to equivalent ASCII letters. Table 4.5 shows the plaintext letters and the corresponding hex codes, the plaintext letters are taken in column-major order.

Table 4.6: Hex code and equivalent ciphertext

| Hex Code | Ciphertext | Hex Code | Ciphertext | Hex Code | Ciphertext | Hex Code | Ciphertext |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | - | 5C | 1 | 75 | U | 5E | $\wedge$ |
| 06 | $\wedge$ | C3 | $F$ | 73 | S | DC | - |
| 10 | - | FC | H | 96 | Û | 8B | Ï |
| 5D | ] | 58 | X | C3 | F | 20 | <space> |
| 1A | $\rightarrow$ | 68 | H | F3 | $\leq$ | 2D | - |
| 06 | $\stackrel{1}{ }$ | A8 | $\checkmark$ | 66 | F | 5C | 1 |
| 07 | - | 82 | É | 0F | - | CF | $\underline{1}$ |
| 06 | $\uparrow$ | 33 | 3 | F3 | $\leq$ | 22 | " |

Table 4.6 shows the hex codes obtained after encryption and the corresponding
 „""".

### 4.6 Results and Simulations

This section gives the results obtained based on various parameters. The main results that are described here, RTL based result, frequency distribution graph, Chi-Square test for non-homogeneity, time complexity analysis and the avalanche ratio test. These are described in respective sub sections.

Section 4.6.1 gives the RTL based results got after implementation in FPGA-based systems, section 4.6.2 discuss the frequency distribution graph, section 4.6 .3 gives the test for non-homogeneity with Chi-Square values, section 4.6 .4 analyze the time complexity of the proposed technique and finally section 4.6 .5 discuss the avalanche ratio test.

### 4.6.1 RTL Simulation Based Results

In this section some of the results obtained on implementing the proposed technique in VHDL. This code has been simulated and synthesized in Xilinx ISE 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 4.6: RTL diagram of RSA


Figure 4.7: RTL diagram for Spartan 3E of the proposed TPRT

Table 4.7: HDL synthesis report (netlist generation of RSA and TPRT)

| Sr No. | Netlist Components | Number |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT |
| 1 | ROMs/RAMs | 430 | 10 |
| 2 | Adders/Subtractions | 3 | 0 |
| 3 | Registers | 420 | 20 |
| 4 | Latches | 80 | 0 |
| 5 | Multiplexers | 120 | 0 |

Table 4.8: HDL Synthesis Report (Timing Summary of RSA and TPRT)

| Sr No. | Timing Constraint | Values |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT |
| 1 | Speed Grade | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 5.66 |
| 3 | Maximum Frequency <br> (MHZ) | 101.06 | 101.06 |
| 4 | Minimum input arrival time <br> before clock (ns) | 6.697 | 4.33 |
| 5 | Maximum output required <br> time after clock (ns) | 4.31 | 3.33 |

Figure 4.6 gives the RTL schematic of RSA and figure 4.7 gives the RTL schematic for Spartan 3E of TPRT. If closely observing figure 4.6, it can be seen that there are many look-up tables used in the RSA. Figure 4.7 reveals that six look-up tables are used for TPRT which is quite less than that of RSA.

Table 4.7 gives the HDL synthesis report for netlist generation of TPRT and RSA. Number of ROMs used in RSA is 430 and that of TPRT is 10, number of adder/subtractor used in RSA is 3 and NIL that of TPRT, number of registers used in RSA is 420 and that of TPRT is 20, number of latches in RSA is 80 and that of TPRT is NIL and number of multiplexers used in RSA is 120 and that of TPRT is NIL. So, it inferred that TPRT uses least number of resources than that of RSA in view of FPGA implementation.

Table 4.8 gives the HDL synthesis report for timing summary of RSA and TPRT. The minimum period of RSA is 9.86 ns and TPRT is 5.66 ns . Minimum input arrival time before clock of RSA is 6.66 ns where for TPRT is 4.33 ns . Maximum output required time after clock of RSA is 4.31 ns and that of TPRT is 3.33 ns . So, it is also seen here that TPRT uses much less timing summary than that of RSA.

So this implantation is synthesizable and can be burn into the Spartan 3E FPGA-chip. After synthesis of the design, the design translation, design mapping, placement of I/Os and routing has also been done successfully. The conclusions has been described in the next section.

### 4.6.2 Frequency Distribution Graph

This section illustrates the frequency distribution graph of RSA and TPRT. The frequency graph is the collection of different ASCII characters present in plaintext as well as in ciphertext. Although ten different files are encrypted but here the frequency distribution graph of only one such file is given, the rest gives the similar result.


Figure 4.8: The frequency distribution graph of source, RSA encrypted and TPRT encrypted files

Figure 4.8 gives the frequency distribution graphs of source file, RSA encrypted file and TPRT encrypted file. This frequency distribution illustrates the percentage of each characters present in the file, source and encrypted. Since, ASCII character coding is used
here so, the X -axis region is 0 to 255 , ASCII got 8 -bit character coding. The Y -axis is the percentage of occurrences of each character. Although ten different files, with different file types, are encrypted with RSA as well as TPRT, and only frequency distribution of a single file is illustrated here. The file "GENESIS.TXT" is taken here for analysis. Observe from figure 4.8 that the frequency distribution of source file is in the region $0-127$. The frequency distribution of RSA encrypted file is also not well distributed, where as the frequency distribution of TPRT encrypted file is well distributed in the region 0-255. This result illustrates the frequency of the proposed technique is well distributed than that of RSA. Hence, in terms of frequency distribution analysis this proposed technique, TPRT, is well comparable with RSA.

### 4.6.3 The Non-Homogeneity Test

This section computed the extent of non-homogeneity between source file and encrypted file. The parameter taken for this test is Pearsonian Chi-Square test.

Table 4.9: Chi-Square values of RSA and TPRT

| Source File | File Size <br> (Bytes) | Chi-Square Value |  | Degree of <br> Freedom |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | TPRT | RSA | TPRT | RSA |
| license.txt | 17,632 | 191382 | 30148 | 255 | 64 |
| cs405(ei).doc | 25,422 | 253470 | 185351 | 255 | 66 |
| acread9.txt | 35,121 | 410735 | 169424 | 255 | 73 |
| deutsch.txt | 47,829 | 505121 | 334371 | 255 | 77 |
| genesis.txt | 49,600 | 638592 | 396128 | 255 | 75 |
| pod.exe | 69,981 | 896405 | 761842 | 255 | 76 |
| mspaint.exe | 136,463 | 1203665 | 1053183 | 255 | 88 |
| cmd.exe | 152,028 | 1692655 | 545752 | 255 | 73 |
| d3dim.dll | 193,189 | 4250652 | 307565 | 255 | 10 |
| clbcatq.dll | 403,901 | 3922143 | 327510 | 255 | 11 |

Table 4.9 gives the Chi-Square values of the proposed technique (TPRT) and that of RSA. Figure 4.9 illustrates the same graphically. The Chi-Square value gives the extent of non-homogeneity between source file and encrypted file.


Figure 4.9: Graphical representation of Chi-Square values of RSA and TPRT

The Pearsonian Chi-Square value has been computed which is already described in Chapter 1. If looking at the table, the Chi-Square value of, first source file of TPRT comes 1,91,382 and RSA comes 30,148, for second source file TPRT comes 2,53,470 and RSA comes $1,85,351$ and so on. So observing the above table and figure it has been seen that ChiSquare values of the proposed technique is quite higher than RSA and also the degree of freedom comes to be at a value of 255 in TPRT which says a well distribution of characters present in the TPRT encrypted files than that of source file. The degree of freedom of RSA comes under 100 in all the source files. Hence, from the study of the degree of freedom it is seen that the character distribution of TPRT encrypted file is well distributed than that of RSA which is at par with the result of frequency distribution already discussed in section 5.2.1. Hence, in terms of Chi-Square value analysis this proposed technique, TPRT, is well comparable with RSA.

### 4.6.4 The Time Complexity Analysis

This section illustrates the time complexity analysis and for the purpose encryption time and decryption time is taken into account.

Table 4.10: Comparisons of time complexity analysis of TPRT and RSA

| Source File | File Size <br> (Bytes) | Encryption <br> time (in <br> Seconds) |  | Decryption <br> time (in <br> seconds) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | TPRT | RSA | TPRT | RSA |
| license.txt | 17,632 | 0.02 | 0.01 | 0.10 | 0.28 |
| cs405(ei).doc | 25,422 | 0.00 | 0.03 | 0.00 | 0.30 |
| acread9.txt | 35,121 | 0.10 | 0.21 | 0.10 | 1.67 |
| deutsch.txt | 47,829 | 0.20 | 0.35 | 0.11 | 3.51 |
| genesis.txt | 49,600 | 0.25 | 0.40 | 0.20 | 5.06 |
| pod.exe | 69,981 | 0.35 | 0.39 | 0.35 | 4.34 |
| mspaint.exe | 136,463 | 0.40 | 0.65 | 0.40 | 8.37 |
| cmd.exe | 152,028 | 0.50 | 0.61 | 0.42 | 6.59 |
| d3dim.dll | 193,189 | 0.52 | 0.75 | 0.50 | 10.15 |
| clbcatq.dll | 403,901 | 0.60 | 0.95 | 0.55 | 11.70 |




Figure 4.10: Graphical comparisons of encryption and decryption time of TPRT and RSA

From table 4.10 it is seen that the encryption time and decryption time of the proposed technique and that of RSA within same frame graphically in figure 4.10. The time complexity analysis is one of the important factors in algorithm design. Here both encryption time and decryption time is tabulated and shown in the figure. The pink line shows the time complexity of RSA and blue line gives the time complexity of this proposed technique, TPRT. If observing the encryption time, TPRT time of encryption is marginally lower than that of RSA, and observing the decryption time than it is seen that TPRT time of decryption is quite less than that of RSA. Hence it may be concluded that the time complexity of the proposed technique, TPRT, is quite less than that of RSA.

### 4.6.5 The Avalanche Ratio

The Avalanche ratio is another important parameter for the cryptographic security. Ten files have been taken for this analysis. Some bits of plaintext files have been modified and these ten files again encrypted. The difference between original encrypted files and modified encrypted files has been recorded as avalanche ratio in percentage.

Table 4.11: Comparisons of avalanche ratio of TPRT and RSA

| Source File | File Size (Bytes) | Avalanche Ratio (in Percentage) |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT |
| license.txt | 17,632 | 58.0 | 77.7 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 |
| acread9.txt | 35,121 | 75.0 | 88.8 |
| deutsch.txt | 47,829 | 78.9 | 89.0 |
| genesis.txt | 49,600 | 80.9 | 87.0 |
| pod.exe | 69,981 | 58.0 | 77.0 |
| mspaint.exe | 136,463 | 58.9 | 76.0 |
| cmd.exe | 152,028 | 67.0 | 77.0 |
| d3dim.dll | 193,189 | 67.9 | 82.9 |
| clbcatq.dll | 403,901 | 68.0 | 88.5 |

Table 4.11 illustrates the result of avalanche ratio of the proposed TPRT. During this test some characters/bits in the source file have been modified and then again these modified source files are encrypted. Then the percentage of the difference between the original encrypted files and the modified encrypted files are taken. It is observed from table 4.11 that the avalanche ratio of the proposed technique is nearly $80 \%$ and that of RSA is $65 \%$, hence in terms of avalanche ratio analysis TPRT is quite comparable with RSA.

### 4.7 Discussions

The technique given here is easily implemented in high level language and also in VHDL. This technique is very easy and it's implemented in FPGA-based systems, the goal of fast execution and strong cryptanalysis requirements are also obtained here. Moreover this technique can be fabricated in chip to be used in embedded systems. The main goal of the author is to develop an efficient FPGA-based crypto hardware and this proposed technique is the first step towards this.

Chapter 5
Triangular Modulo Arithmetic Technique (TMAT)

### 5.1 Introduction

Unlike the TPRT, Triangular Modulo Arithmetic Technique (TMAT) is designed in such a manner that neither any cycle is formed nor the process of decryption is the same as that of the encryption. There is no positional orientation of bits. In TMAT a generating function is used to covert plaintext to ciphertext, thus $C=f_{k}(P)$, where ' $P$ ' is plaintext block, ' C ' is the ciphertext, $\mathrm{f}_{\mathrm{k}}$ is the generating function and ' k ' is the secret. The generating function of TMAT is directly related with the different bits present in the plaintext. The source block is considered as a stream of bits, it is then divided into blocks of bits of same size and then generating function is applied to each of the blocks to get the ciphertext. The generating function of TMAT has two parts; first one is the modulo- $2^{\mathrm{n}}$ addition operation and second one is triangular operation.

In contrast to TPRT technique discussed in chapter 4 and the TMAT technique there is application of Boolean algebra as well as non Boolean operation during encryption as well as decryption. During encryption, the decimal equivalent of the block of bits under consideration is one integral value from which the recursive modulo- $2^{\mathrm{n}}$ operation starts; this operation is sandwiched between two triangular operations. The modulo- $2^{n}$ operation is performed between successive two blocks, before and after modulo operation the triangular operation is performed. These three processes is operated in whole plaintext considering different block sizes and iterations therefore recursively these processes is carried out to a finite number of times, which is exactly the length of the source block. During encryption the flow of these three processes is from MSB-to-LSB direction. To generate the source code during decryption, bits in the target block are to be considered along LSB-to-MSB direction. In second iteration one triangular operation is sandwiched between two modulo- $2^{\mathrm{n}}$ addition operations.

Section 5.2 discussed the algorithm of TMAT with a block level diagram, section 5.3 gives a detailed example of encryption and decryption process, section 5.4 discussed the implementation issues with key generation, section 5.5 gives a brief analysis, section 5.6 discussed the results obtained based on implementation and a brief discussions are given in section 5.7.

### 5.2 The Algorithm of TMAT

The proposed scheme has been developed in conjunction with two algorithm, MAT [17] and Triangular algorithm [148, 149]. The source file is taken as binary streams. The input stream size and input key size have been considered 512 bits and 128 bits for the implementation, though the scheme can be implemented for larger input stream sizes as well as any input size also. Section 5.2.1 briefly discuss the modulo addition.


Figure 5.1: Block diagram of TMAT

The proposed algorithm is consisted of three phase where the Triangular algorithm is performed in Phase 1 and Phase 3 and that of MAT is performed in Phase 2. The key
generation and low level implementation will be discussed in section 5.4. Figure 5.1 shows the block diagram of TMAT.

In Phase 1,512 bits input stream, S , is broken into 8 numbers of equal size blocks, each containing 64 bits and the Triangular algorithm is implemented on block number 1, 3, 5, 7 (i.e. odd blocks) where the rest of the blocks are (even blocks) remain unchanged. Consider that the source block size $t$ (here 64). In the Triangular Encryption technique an intermediate block of size ( $\mathrm{t}-1$ ) is generated from the source block, by applying the exclusive NOR (XNOR) operation between each two consecutive bits. In the next step a new block of size ( t $2)$ is generated from previous block of size ( $\mathrm{t}-1$ ) and this process goes on until the generation of block size 1. All these blocks under consideration is taken together to form an equilateral triangle-like shape. After the formation of such a triangular shape, putting together either the MBSs or the LSBs of all the blocks under consideration in either sequence, the target block is formed. The key takes a vital role because only by knowing this key the receiver can understand how the target block is formed from the triangular shape. The encrypted stream of bits is generated by putting together all the target blocks. Then the both changed and unchanged blocks are concatenated and formed bit stream of 512 bits, say $S^{1}$. The Triangular technique is shown in figure 5.2. There are four ways to encrypt in triangular operation, ' 00 ' is taking MSB from top to bottom, ' 01 ' is taking MSB from bottom to top, ' 10 ' is taking LSB from top to bottom and ' 11 ' is taking LSB from bottom to top.


Figure 5.2: Triangle formation

In phase 2 of the technique, Modulo Arithmetic Technique (MAT) is performed on that stream of 512 bits. This is done in 8 rounds. The input stream, $\mathrm{S}^{1}$, is broken into a number of blocks, each containing n bits where $\mathrm{n}=2^{\mathrm{k}}, \mathrm{k}=1,2,3, \ldots \ldots, 8, \mathrm{k}$ denotes the round number. So, $S^{1}=B_{1} B_{2} B_{3} \ldots \ldots . . . B_{m}$, where $m=512 / n$. Starting from the MSB, the blocks are
paired as $\left(B_{1}, B_{2}\right),\left(B_{3}, B_{4}\right),\left(B_{5}, B_{6}\right), \ldots,\left(B_{m-1}, B_{m}\right)$. The addition is performed between two blocks of each pair and the content of the second block of each pair is replaced by the result. This will be going on until the content of the last block $\mathrm{B}_{\mathrm{m}}$ is replaced by the result. The process is repeated and each time the block size increases till $n=256$. So a new encrypted stream, $\mathrm{S}^{2}$ is generated after MAT is performed with block size 256 .

- Round 1: In this round of encryption, block size is taken as 2 , it means $\mathrm{k}=1$ and addition is performed between each pair of blocks and second block of each pair is replaced by the result. This round is repeated for a finite number of times and the number of iterations will form a part of the session key as discussed in Section II.
- Round 2: Identical operation is performed as in Round 1 with block size 4 (i.e. $\mathrm{k}=2$ ).

Eight rounds are performed repeatedly with increasing block size to encrypt the stream with varying block size up to 256 . So after the completion of Round 8 another encrypted bit stream is generated, say, $\mathrm{S}^{3}$.

In phase 3, the intermediate binary stream, $S^{3}$ is divided into 8 equal size of blocks and Triangular algorithm is imposed on block no 2, 4, 6, 8 (i.e. even blocks) and rest of the blocks are (odd blocks) remain unchanged. After which all blocks are concatenated together to produce final output stream, $S^{\text {en }}$.

During decryption, the reverse operation is performed. In phase 1 , triangular algorithm is performed on block no $2,4,6,8$ (i.e even blocks) and odd blocks are remain unchanged and then in the phase 2, modulo subtraction, is performed instead of performing modulo addition where block size starts from 256 and end with $2\left(n=2^{k}, k=8,7,6\right.$ ,...... 3, 2, 1). In phase 3, Triangular algorithm is performed on block no 1, 3, 5, 7 (i.e. odd blocks) and even blocks are remain unchanged. Formation of result is quite different than that of encryption technique. If selection is 00 or 11 during encryption, it is same for decryption technique but if it is 01 or 10 , interchange is done between them.

### 5.2.1 The Modulo Addition

An alternative method for modulo addition has been proposed here to make the calculations more simple. The need for computation of decimal equivalents of the blocks is avoided here since it will be got large decimal integer values for large binary blocks. In the proposed method the carry out of the MSB has been discarded after the addition of two blocks of each pair. For example, if add 1101 and 1000 got 10101. In terms of decimal values, $13+8=21$. Since the modulus of addition is $16\left(2^{4}\right)$ in this case, the result of addition should be $5(21-16=5)$. Discarding the carry from 10101 is equivalent to subtracting 10000 (i.e. 16 in decimal). So the result will be 0101 , which is equivalent to 5 in decimal. The same is applicable for any block size.

### 5.3 Example

Although the proposed scheme is applicable for a 512-bit input stream but here 16 bit input stream has been considered for the convenience, to make the process simple for understanding. Section 5.3.1 discuss the encryption scheme and section 5.3.2 discuss the decryption scheme

### 5.3.1 The Encryption Process

Consider a stream of 16 bits stream, say $S=1101001100011011$.

In first phase, the input stream is divided into four blocks consisting of 4 bits each. The Triangular technique is performed on odd blocks (i.e. Block 1 and Block 3) and even blocks (i.e. Block 2 and Block 4) are remaining unchanged.

Consider that the selection of key for block 1 is 00 and Block 3 is 11 . Then output from block 1 is 1100 and from block 3 is 0101 . Block 2 and block 4 are remaining unchanged. So after Phase 1 output, $S^{1}=1100110001010010$. This output is the input for phase 2 . Figure 5.3 shows the example of phase 1 .

| Input |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Block 1 |  |  |  | Block 2 |  |  |  | Block 3 |  |  |  | Block 4 |  |  |  |
| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |

Triangular implementation on Block 1 and Block 3.

$\begin{array}{llll}1 & 1 & 0 & 1\end{array}$


| 1 | 0 | 0 |
| :---: | :---: | :---: |
| 0 | 1 |  |
| 0 |  |  |

$$
\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 \\
& 0
\end{array}
$$

## Output

| Block 1 |  |  |  | Block 2 |  |  |  | Block 3 |  |  |  | Block 4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |

Figure 5.3: Encryption example of phase 1 in TMAT

In phase 2, MAT is performed for block size 2,4 and 8 (as input is taken 16 bits, so maximum block size is to be 8). So total number of rounds is 3 . Each round is performed only once to make the process simple for understanding. Figure 5.4 shows the details of this phase.

Round 1: Block size $=2$, number of blocks $=8$.
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 00 | 11 | 00 | 01 | 01 | 00 | 10 |

(B1, B2) Modulo Addition, B2 is replaced by result. Same operation is performed for (B3, B4), (B5, B6) and (B7, B8).

Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 11 | 11 | 11 | 01 | 10 | 00 | 10 |

Round 2 : Block size $=4$, number of blocks $=4$.
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 1111 | 1111 | 0110 | 0010 |

Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 1111 | 1110 | 0110 | 1000 |

Round 3 : Block size $=8$, number of blocks $=2$.
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ |
| :--- | :--- |
| 11111110 | 01101000 |

## Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ |
| :--- | :--- |
| 11111110 | 01100110 |

Figure 5.4: Encryption example of phase 2 in TMAT

So, on applying phase 2 , generated output, $S^{2}=1111111001100110$, which is input for phase 3 .

In phase 3 the triangular technique is again performed on even blocks, i.e. block 2 and block 4 where odd blocks (blocks 1 and blocks 2) are remain unchanged.
Input

| Block 1 |  |  | Block 2 |  |  |  | Block 3 |  |  |  | Block 4 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 |

Triangular implementation on Block 2 and Block 4.

| Block 2 | Block 4 |
| :---: | :---: |
| $\begin{array}{llll}1 & 1 & 1\end{array}$ | $\begin{array}{lllll}0 & 1 & 1 & 0\end{array}$ |
| 110 | 010 |
| 10 | 00 |
| 0 | 1 |

Figure 5.5: Encryption example of phase 3 in TMAT
Consider that the selection key for block 2 is 01 and block 4 is 10 . Then output from block 2 is 1101 and from block 4 is 0010 . Block 1 and block 3 are remaining unchanged. So after on completion of phase 3 output, $S^{\text {en }}=1111011101100001$. This is the final encrypted output. Figure 5.5 elaborate the example.

### 5.3.2 The Decryption Process

The output stream, which was generated during encryption technique, has been considered as input bit stream for decryption process.

| Input |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Block 1 |  |  |  | Block 2 |  |  |  | Block 3 |  |  |  | Block 4 |  |  |  |
| 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |

Triangular implementation on block 2 and block 4.

| Block 2 | Block 4 |
| :---: | :---: |
| $\begin{array}{lllll}0 & 1 & 1 & 1\end{array}$ | $\begin{array}{lllll}0 & 0 & 0 & 1\end{array}$ |
| $\begin{array}{llll}0 & 1\end{array}$ | 110 |
| 01 | 10 |
| 0 | 0 |

Output

| Block 1 |  |  |  | Block 2 |  |  |  | Block 3 |  |  |  | Block 4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 |

Figure 5.6: Decryption example of phase 1 in TMAT

In first phase, the input stream is divided into four blocks with 4 bits each. The Triangular technique is performed on even blocks (i.e. block 2 and block 4 ) and odd blocks (i.e. block 1 and block 3 ) are remaining unchanged.

As the selection keys were considered during encryption technique, 01 for block 2 and 10 for block 4. Then output from block 2 is 1010 and from block 4 is 0011 . Block 1 and block 3 remain unchanged. So after phase 1 output, $\mathrm{S}_{1}{ }^{1}=1111111001100110$, which is the input of phase 2. Figure 5.6 shows the example.

In second phase, MAT is performed but instead of using modulo addition, modulo subtraction is used. Block size is used in reverse order (i.e. $8,7,6, \ldots, 1$ ). Figure 5.7 shows this phase.

Round 1 : Block size $=8$, number of blocks $=2$
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ |
| :--- | :--- |
| 11111110 | 01100110 |

Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ |
| :--- | :--- |
| 11111110 | 01101000 |

Round 2 : Block size $=4$, number of blocks $=4$
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 1111 | 1110 | 0110 | 1000 |

Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ |
| :--- | :--- | :--- | :--- |
| 1111 | 1111 | 0110 | 0010 |

Round 3: Block size $=2$, number of blocks $=8$
Input

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 11 | 11 | 11 | 01 | 10 | 00 | 10 |

## Output

| $\mathrm{B}_{1}$ | $\mathrm{~B}_{2}$ | $\mathrm{~B}_{3}$ | $\mathrm{~B}_{4}$ | $\mathrm{~B}_{5}$ | $\mathrm{~B}_{6}$ | $\mathrm{~B}_{7}$ | $\mathrm{~B}_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11 | 00 | 11 | 00 | 01 | 01 | 00 | 10 |

Figure 5.7: Decryption example of phase 2 in TMAT
So on completion of phase 2 output, $\mathrm{S}_{1}{ }^{2}=1100110001010010$, which is the input of phase 3.

In this phase 3, the Triangular technique is applied on odd blocks (i.e. block 1 and block 3) and even blocks (i.e. block 2 and block 4) are remaining unchanged. Figure 5.8 shows this example.


Figure 5.8: Decryption example of phase 3 in TMAT

As the keys were considered during encryption technique, 00 for block 1 and 11 for block 3. Then output from block 1 is 1101 and from block 3 is 1101 . Block 2 and block 4 remain unchanged. So on completion of phase 3 output, $S_{1}{ }^{\text {de }}=1101110011010010$. The decrypted bit stream: $S_{1}{ }^{\text {de }}=1101110011010010 . S o S_{1}{ }^{\text {de }=} S^{\text {en }}$.

### 5.4 Implementation and Key Generation

The proposed technique has been implemented in IEEE VHDL using 8-bit block size. The block-size can be increased just by increasing the size of bit_vector type variables, signals and ports from 7 downto 0 to $n-1$ downto to 0 where ' $n$ ' is the block size. The modular design approach is taken while coding this cipher. Figure 5.9 shows the top-level design of TMAT and figure 5.10 gives the top level RTL design. Section 5.4 .1 gives the key generation process.

```
library IEEE, STD;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
use IEEE.numeric_std.all;
use work.rajdeep.all;
use std.textio.all;
use std.standard.all;
use IEEE.std_logic_textio.all;
entity TMAT_Final_VHDL is
    Port ( IN_DATA : in BIT_VECTOR (7 downto 0);
        OUT_DATA : out BIT_VECTOR (7 downto 0);
        EN_DN : inout BIT;
        OPTION_DATA : in BIT_VECTOR(2 downto 0));
    end TMAT_Final_VHDL;
```

Figure 5.9: Top level design of TMAT


Figure 5.10: Top level RTL design of TMAT

The main features of the implementation are given below:-

- Triangular Encryption and Decryption using all options.
- Coded using behavioural model.
- This program is implemented for text file input and output and also for RTL design for FPGA-chip.
- All the four options are available for encryption/decryption, $00 \rightarrow 1$ st option, $01 \rightarrow 2$ nd option, $10 \rightarrow 3$ rd option and $11 \rightarrow 4$ th option.
- This top-level module have four ports, in_data, out_data, option_data and EN_DN.
- $\mathrm{EN} \_\mathrm{DN}=0$, means encryption is being done, $\mathrm{EN} \_\mathrm{DN}=1$, means decryption is being done.
- The chip entity, in_data is the input bit stream; out_data is the output bit stream.
- option_data selects encryption to be performed or decryption to be performed.
- option_data also selects which of the four types of encryption/decryption is to be performed.
- option_data is of 3-bit, The LSB selects the encryption or decryption is to be performed.
- First two bit of option_data selects the encryption/decryption type from the four alternatives.
- EN_DN will tell the receiver side that encryption or decryption is being done.
- There three types of TEXT files used in this implementation, "in.txt" for Source block (SB), "out.txt" for Target Block (TB) and "option.txt" for dual purpose of selecting option and encryption/decryption choice.

The rest of the coding is done by defining the package which contains functions and procedures. The functions and procedures which are used to realize TMAT are noted below:-

- Function TMAT_ENDN:- This is the main function which performs encryption/decryption using all options.
- Function TMAT_Encryption_ALL:- This is the function which performs encryption using all options.
- Function TMAT_Decryption_ALL:- This is the function which performs decryption using all options.
- Function TMAT_Encryption_00, Function TMAT_Encryption_01, Function TMAT_Encryption_10, and Function TMAT_Encryption_11:- These are the four encryption functions according to each of the options.
- Function TMAT_Decryption_00, Function TMAT_Decryption_01, Function TMAT_Decryption_10, and Function TMAT_Decryption_11:- These are the decryption function according to each of the options.
- TMAT_ADD:- This function performs the modulo addition of two successive blocks and store the result in second block.
- Procedure TMAT_Formation:- This is the common VHDL procedure which forms the triangle according to the Source Block (SB), before performing encryption/decryption.
- The function in IEEE VHDL has many input parameters but only one output parameter and procedure in IEEE VHDL has many input and or output parameters.

Therefore, by using the modular design approach and behavioral approach this proposed cipher has been successfully realized in IEEE VHDL.

### 5.4.1 Key Generation

In the proposed technique, eight blocks (block 1, block 2, block 3, block 4, block 5, block 6, block 7 and block 8) have been considered for Triangular and eight rounds (for block size $2,4,8,16,32,64,128$ and 256) have been considered for MAT. In case of the Triangular technique as 2 bits are required for selection from each block, so for eight blocks, 16 bits are required from 128 bits key. So 16 bits are selected from LSB of 128 bits key for eight rounds of the Triangular technique. Then 16 bits are equally divided into eight blocks ( 2 bits in each). From MSB of that 8 blocks are used for block 1 to block 8. Each round of MAT is repeated for a finite number of times and the number of iterations is a part of the 112 bits from MSB of 128 bits key. Then those 112 bits are equally divided and formed 8 blocks (14 bits in each). Each block of those 8 blocks are used as number of iterations of a round (from Round 1 to Round 8). In case of decryption technique, same key is used in the same way. Example in section 5.4.1.1 illustrates the key generation process.

### 5.4.1.1 Example of Key Generation

The key generation procedure has been illustrated in this section. As proposed scheme consists of three phase and same procedure is used for phase 1 and phase 3 , the example will be shown in two steps. Table 5.1 shows target block selection using selection key and table 5.2 shows target block selection for the example. Consider a particular session, where 128 bits input key stream is: 000000000100101000000010101010000001000010110110101011011000110010101101100 11011101111101110111011000010110011101100001101100100.

So, 16 bits from LSB are used for the Triangular algorithm and remaining 112 bits are used for MAT. Section 5.4.1.1.1 illustrates the key generation for phase 1 (Triangle) and phase 3 (Triangle), section 5.4.1.1.2 illustrates key generation for phase 2 (MAT).

Table 5.1: Target block selection using selection key

| Sl. <br> No. | Selection <br> Key (2 bits) | Target Block Selection |
| :---: | :---: | :--- |
| 1. | 00 | Taking all the MSBs starting from the source block till the last <br> block generated |
| 2. | 01 | Taking all the MSBs starting from the last block generated till the <br> source block |
| 3. | 10 | Taking all the LSBs starting from the source block till the last <br> block generated |
| 4. | 11 | Taking all the LSBs starting from the last block generated till the <br> source block |

### 5.4.1.1.1 Key Generation for Phase 1 and Phase 3

16 bits key string is: 1100100101111000 .

Table 5.2: Key distribution for the Triangular Technique.

| Block <br> No. | Phase | Target Block Selection |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Selection key (2 <br> bits) | Used for Encryption | Used for Decryption |
| 1 | 1 | 11 | 11 | 11 |
| 2 | 3 | 00 | 00 | 00 |
| 3 | 1 | 10 | 10 | 01 |
| 4 | 3 | 01 | 01 | 10 |
| 5 | 1 | 01 | 01 | 10 |
| 6 | 3 | 11 | 11 | 11 |
| 7 | 1 | 10 | 10 | 01 |
| 8 | 3 | 00 | 00 | 00 |

### 5.4.1.1.2 Key Generation for Phase 2

In this phase of key generation, 112 bits key is used in MAT for block sizes 2, 4, 8, $16,32,64,128$, and 256 bits, respectively.

Table 5.3: Key generation for MAT

| Round <br> No. | Block Size | No. of Iteration |  |
| :---: | :---: | :---: | :---: |
|  |  | Binary | Decimal |
| 1 | 2 | 00000000010010 | 18 |
| 2 | 4 | 10000000101010 | 8234 |
| 3 | 8 | 10000001000010 | 8258 |
| 4 | 16 | 11011010101101 | 13997 |
| 5 | 32 | 10001100101011 | 9003 |
| 6 | 64 | 01100110111011 | 6587 |
| 7 | 128 | 11101110111011 | 15291 |
| 8 | 256 | 00001011001110 | 718 |

Table 5.3 shows the key distribution of phase 2.112 bits key is: 000000000100101000000010101010000001000010110110101011011000110010101101100 1101110111110111011101100001011001110.


Figure 5.11: Top level RTL for round key generation for TMAT

Figure 5.11 shows the top level RTL for round key generation for TMAT, in this entity there are three ports as follows:-

- SK:- It's the input port where user gives 128 bit session key.
- RKP13:- It's the output port where LSB 16-bits are taken as round key for phase 1 and phase 2 of TMAT.
- RKP2:- It's the output port which is the rest 112-bits round key for phase 2 of TMAT.

Therefore it have been successfully implemented TMAT and key generation through VHDL implementation for FPGA.

### 5.5 Analysis

TMAT gives four different ways to encrypt, as TMAT consist of two techniques, the triangular and modulo addition. Figure 5.2 shows the formation of triangle and following are the four ways by which encryption can be done:-

- Option 00: Taking all the MSBs starting from the source block till the last block is generated.
- Option 01: Taking all the MSBs starting from the last block generated till the source block.
- Option 10: Taking all the LSBs starting from the source block till the last block generated.
- Option 11: Taking all the LSBs starting from the last block generated till the source block.

TMAT has four ways of decryption also given in the following points:-

- Option 00: Taking all the MSBs starting from the source block till the last block is generated.
- Option 01: Taking all the LSBs starting from the source block till the last block generated.
- Option 10: Taking all the MSBs starting from the last block generated till the source block.
- Option 11: Taking all the LSBs starting from the last block generated till the source block.

Therefore in single implementation, have four ways of encryption and decryption. Since the formation of triangle consist of matrix implementation so the algorithmic complexity of TMAT is $\mathrm{O}\left(\mathrm{n}^{2}\right)$.

### 5.6 Results and Simulations

This section gives the results found on various parameters. The main results that are described here are RTL based results, frequency distribution graph, Chi-Square test for nonhomogeneity, time complexity analysis and the avalanche ratio. These are all described in respective sub sections. Section 5.6.1 discuss results of RTL/Hardware implementation, section 5.6.2 discuss the results of frequency distribution graph, section 5.6.3 discuss the results of Chi-Square test for non-homogeneity of source files and encrypted files, section 5.6.4 discuss the results of time complexity and section 5.6.5 discuss the results of avalanche ratio test.

### 5.6.1 RTL Simulation Based Result

In this section results obtained on after implementing the proposed technique in VHDL. This code has been simulated and synthesized in Xilinx 8.1i. The main objective is to
find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 5.12: RTL diagram of RSA


Figure 5.13: Spartan 3E RTL diagram of TPRT


Figure 5.14: Spartan 3E RTL diagram of TMAT

Figure 5.12 gives the RTL diagram of RSA; figure 5.13 shows the Spartan 3E RTL diagram of previous technique TPRT and figure 5.14 shows the Spartan 3E RTL diagram of proposed technique TMAT. If closely observing figure 5.14, it can be seen that six Look-UpTables (LUTs) are used here. So this implantation is synthesizable and can be burn into the Spartan 3E FPGA-chip. On synthesis of the design, the design translation, design mapping, placement of I/Os and routing has also been done successfully. RTL diagram is created after successfully implementation of the technique in VHDL. Since there is not much difference in the encryption step and decryption step so the two RTL diagrams comes to be almost same and which is at par with the theoretical description of techniques, TPRT and TMAT.

Table 5.4: HDL synthesis report (Netlist generation of RSA, TPRT and TMAT)

| Sr No. | Netlist Components | Number |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT |
| 1 | ROMs/RAMs | 430 | 10 | 14 |
| 2 | Adders/Subtractions | 3 | 0 | 2 |
| 3 | Registers | 420 | 20 | 30 |
| 4 | Latches | 80 | 0 | 0 |
| 5 | Multiplexers | 120 | 0 | 0 |

Table 5.5: HDL synthesis report (Timing summary of RSA, TPRT and TMAT)

| Sr No. | Timing Constraint | Values |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT |
| 1 | Speed Grade | -5 | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 5.66 | 7.95 |
| 3 | Maximum Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 |
| 4 | Minimum input <br> arrival time before <br> clock (ns) | 6.697 | 4.33 | 5.55 |
| 5 | Maximum output <br> required time after <br> clock (ns) | 4.31 | 3.33 | 4.25 |

Table 5.4 gives the netlist generation of RSA, TPRT and TMAT. The number of ROMs/RAMs has increased in this proposed technique, TMAT, adder/sub tractors are also there for TMAT but it was nil for TPRT, number of registers used has also increased in TMAT where as number of latches and multiplexers are still nil in TMAT. So it can be said here that the number of resources used has increased for this proposed technique, TMAT, than TPRT but keeping the technique, TMAT, cryptographically strong than TPRT. It can be also said that comparing with RSA, TMAT uses few less resources but in the same time it is giving comparable results.

Table 5.5 gives the timing constraint of TMAT. It can be seen that the timing parameters have subsequently increased in this proposed technique, TMAT than TPRT. This result is also at par with the theoretical foundation of the technique and same result also got in previous time-complexity analysis. It can be also said here that comparing with RSA, TMAT is much faster in timing summary but in the same time it is giving comparable results.

### 5.6.2 The Frequency Distribution Graph

This section compares the frequencies of ASCII characters found in plaintext/source file and ciphertext/encrypted file through frequency distribution graph.


Figure 5.15: The frequency distribution graph of source, RSA encrypted and TPRT encrypted files

Figure 5.15 gives the frequency distribution graphs of source file, RSA encrypted file and TPRT encrypted file and figure 5.16 shows the frequency distribution graph of the proposed technique, TMAT. Frequency distribution graph is one of the important cryptographic properties, the more uniform distribution of the characters in the encrypted file
the harder for cryptanalysis. Although ten different types of source files are encrypted but for analysis one such source file is considered and shown in figure 5.15. The source file considered is of text file type, in text file type the characters are present in the range of 0-127 ASCII value. As already seen in figure 5.15 the characters in the source file is concentrated in a particular region, immediate below the frequency distribution graph of RSA encrypted file is given, and finally the frequency distribution graph of TPRT encrypted file is given. Figure 5.16 gives the frequency distribution graph of TMAT encrypted file.


Figure 5.16: Frequency distribution graph of TMAT encrypted file

This result illustrates the frequency of the proposed technique is well distributed than that of RSA; this infers the statistical cryptanalysis may be difficult. It is also seen that the frequency distribution graph is well comparable with that of the previous technique, TPRT. Thus it can be inferred that TMAT showing a good and comparable result in terms of frequency distribution. The frequency distribution of TPRT and TMAT encrypted files are almost same, though got good and comparable result but there is not any subsequent improvement in frequency distribution graph of the proposed technique, TMAT than that of previous technique, TPRT.

### 5.6.3 The Non-Homogeneity Test

This section compares the extent of non-homogeneity between plaintext/source file and ciphertext/encrypted file through Pearsonian Chi-Square test.

Table 5.6: Chi-Square values and degree of freedom of TMAT, RSA and TPRT

| Source File | File Size | Chi-Square Value |  |  |  | Degree of Freedom |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Bytes) | TMAT | RSA | TPRT | TMAT | RSA | TPRT |  |
| license.txt | 17,632 | 201530 | 30148 | 191382 | 255 | 64 | 255 |  |
| cs405(ei).doc | 25,422 | 286025 | 185351 | 253470 | 255 | 66 | 255 |  |
| acread9.txt | 35,121 | 440184 | 169424 | 410735 | 255 | 73 | 255 |  |
| deutsch.txt | 47,829 | 555220 | 334371 | 505121 | 255 | 77 | 255 |  |
| genesis.txt | 49,600 | 659045 | 396128 | 638592 | 255 | 75 | 255 |  |
| pod.exe | 69,981 | 905416 | 761842 | 896405 | 255 | 76 | 255 |  |
| mspaint.exe | 136,463 | 1297256 | 1053183 | 1203665 | 255 | 88 | 255 |  |
| cmd.exe | 152,028 | 1759014 | 545752 | 1692655 | 255 | 73 | 255 |  |
| d3dim.dll | 193,189 | 4630652 | 307565 | 4250652 | 255 | 10 | 255 |  |
| clbcatq.dll | 403,901 | 4167801 | 327510 | 3922143 | 255 | 11 | 255 |  |



Files -->
Figure 5.17: Graphical representation Chi-Square value of TMAT, RSA and TPRT

Table 5.6 gives the Chi-Square values of the proposed technique (TMAT), TPRT and that of RSA. Figure 5.17 illustrates the same graphically. The Chi-Square test is another cryptographic parameter in which get the measure of non-homogeneity/heterogeneity between the source file/plaintext and the encrypted file/ciphertext. The Pearsonian Chi-

Square value is considered here. If observing table 5.6, the minimum Chi-Square value of TMAT is 201530, RSA is 30148 and TPRT is 191382. The maximum Chi-Square value of TMAT is 4167801 , RSA is 327510 and TPRT is 3922143 . Here ten different types of files are encrypted and Chi-Square values are tabulated, text file (TXT), Microsoft word documents (DOC), executable files (EXE) and DLL files are used here for results and analysis.

So observing the above table and figure it has been seen that Chi-Square values of the proposed technique is quite higher than RSA and also the degree of freedom comes to be at a value of 255 in TMAT which says a well distribution of characters present in the TMAT encrypted files than that of source file. It is also been observed that the Chi-Square value of TMAT is quite higher than that of TPRT. Thus it can be seen that this proposed technique, TMAT, produces more heterogeneous files than that of the previous technique, TPRT and RSA. Therefore the Chi-Square values are at par with that of frequency distribution graph result illustrated in section 5.6.2. So, this is the one improvement that got in this chapter.

### 5.6.4 The Time Complexity Analysis

The main purpose of this chapter is to develop an efficient and fast RTL design so; time complexity analysis is one of the major factors in developing the technique.



Figure 5.18: Pictorial representation of time complexity analysis of TMAT, RSA and TPRT

Table 5.7: The time complexity analysis of TMAT, RSA and TPRT

| Source File | File Size <br> (Bytes) | Encryption time (in <br> Seconds) |  |  | Decryption time (in <br> seconds) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | TMAT | RSA | TPRT | TMAT | RSA | TPRT |
| license.txt | 17,632 | 0.03 | 0.01 | 0.02 | 0.11 | 0.28 | 0.10 |
| cs405(ei).doc | 25,422 | 0.00 | 0.03 | 0.00 | 0.00 | 0.30 | 0.00 |
| acread9.txt | 35,121 | 0.13 | 0.21 | 0.10 | 0.13 | 1.67 | 0.10 |
| deutsch.txt | 47,829 | 0.25 | 0.35 | 0.20 | 0.15 | 3.51 | 0.11 |
| genesis.txt | 49,600 | 0.28 | 0.40 | 0.25 | 0.25 | 5.06 | 0.20 |
| pod.exe | 69,981 | 0.39 | 0.39 | 0.35 | 0.39 | 4.34 | 0.35 |
| mspaint.exe | 136,463 | 0.44 | 0.65 | 0.40 | 0.48 | 8.37 | 0.40 |
| cmd.exe | 152,028 | 0.55 | 0.61 | 0.50 | 0.52 | 6.59 | 0.42 |
| d3dim.dll | 193,189 | 0.55 | 0.75 | 0.52 | 0.60 | 10.15 | 0.50 |
| clbcatq.dll | 403,901 | 0.67 | 0.95 | 0.60 | 0.65 | 11.70 | 0.55 |

Table 5.7 shows the encryption time and decryption time of the proposed technique, TMAT, previous technique, TPRT, and that of RSA. Figure 5.18 represents the same graphically. The time complexity analysis here given in the unit of file size (in KB ) v/s time (in Seconds). If observing the encryption time then it is seen that average encryption time of TMAT is 0.329 seconds, TPRT is 0.294 seconds and RSA is 0.435 seconds. The average decryption time of TMAT is 0.328 seconds, TPRT is 0.273 seconds and RSA is 5.197
seconds. Considering the above results it can be seen that the time complexity of this proposed technique, TMAT is quite better than RSA. The average encryption time of TMAT is less than that of RSA and the average decryption time of TMAT is quite less than that of RSA. So it can be said that the time complexity of the proposed technique is quite less than that of RSA. But it is obvious from the table and graphs that the time complexity of the proposed technique, TMAT is quite higher than that of the previous technique, TPRT. This fact is true because this technique involves extra steps of generating key from the system time and another extra step is there to XOR this time stamp key to the plain text. But, in overall this technique is quite comparable. Therefore it can be concluded that in time complexity analysis though it is better than RSA but there is no significant improvement over TPRT due to algorithmic complexity.

### 5.6.5 The Avalanche Ratio Test

More the avalanche ratio more difficult to analyses for known plain text - known cipher text pair. The avalanche ratio here obtained by encrypting few bits of source file and then obtaining the percentage of difference between encrypted files of actual source file and modified source files.

Table 5.8: The avalanche ratio of RSA, TPRT and TMAT

| Source File | File Size <br> (Bytes) | Avalanche Ratio (in Percentage) |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | TPRT | TMAT |  |
| license.txt | 17,632 | 58.0 | 77.7 | 80.8 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 | 85.5 |
| acread9.txt | 35,121 | 75.0 | 88.8 | 90.0 |
| deutsch.txt | 47,829 | 78.9 | 89.0 | 91.5 |
| genesis.txt | 49,600 | 80.9 | 87.0 | 94.7 |
| pod.exe | 69,981 | 58.0 | 77.0 | 80.0 |
| mspaint.exe | 136,463 | 58.9 | 76.0 | 80.0 |
| cmd.exe | 152,028 | 67.0 | 77.0 | 80.0 |
| d3dim.dll | 193,189 | 67.9 | 82.9 | 85.0 |
| clbcatq.dll | 403,901 | 68.0 | 88.5 | 90.5 |

Table 5.8 clearly illustrates the result of avalanche ratio, which is found a satisfactory result for the proposed technique, TMAT. If observing clearly then the minimum avalanche ratio of TMAT is $80.0 \%$, TPRT is $77.0 \%$ and RSA is $58.0 \%$. The maximum avalanche ratio of TMAT is $94.7 \%$, TPRT is $89.0 \%$ and RSA is $80.9 \%$. Here it can be said that at least $80.0 \%$ of ciphertext alters and almost $94.7 \%$ of ciphertext alters when alter one-bit/byte of source file and apply TMAT. The same analysis can be drawn for TPRT and RSA. Thus TMAT gives far better result that TPRT and RSA. This is another achievement of this chapter.

### 5.7 Discussions

The technique given here is easily implemented in high-level language and in VHDL. This technique is very easy and it's implemented in FPGA-based systems, the goal of fast execution and strong cryptanalysis requirements are also obtained here. In Chi-Square value analysis that got a much better result, that means this technique, TMAT produces more heterogeneous ciphertext than that of RSA and TPRT. Also in the avalanche ratio analysis this technique, TMAT, giving better result than that of RSA and TPRT. This means that plaintext and keys of this technique is much more related with ciphertext.

So, it can be inferred that improvement impressing of the proposed technique is there in two factors, Chi-Square test and Avalanche ratio test. In hardware implementation and results also got satisfactory results. It uses much less resources than that of RSA but same time giving cryptographically strong results. So, get low power and low area objective with this technique, TMAT. It also giving much faster execution result than that of RSA when comparing the timing simulation results. Moreover this technique can be fabricated in chip to be used in embedded systems. The main goal of the author(s) is to develop an efficient FPGA-based crypto hardware and this chapter is another milestone towards this.

## Chapter 6

Recursively Oriented Block Addition and Substitution Technique (ROBAST)

### 6.1 Introduction

The proposed technique in this chapter termed as, Recursively Oriented Block Addition and Substitution Technique or ROBAST, is a secret-key cryptosystem. In this technique, after decomposing the source stream of bits into a finite number of blocks of finite length, the positions of the bits of each of the blocks is re-oriented using a generating function. For a particular length of block, the block itself is regenerated after a finite number of such iterations. Any of the intermediate blocks during this cycle is considered to be the encrypted block. To decrypt the encrypted block from the ciphertext, the same process is to be followed but the generating function may have to be applied different number of times.

To achieve the security of a satisfactory level, it is proposed that different blocks or blocks should be of different sizes. Accordingly, for different blocks, number of iterations during the encryption and the number of iterations during the decryption also not necessarily should be fixed. This information in a proposed fixed format, described later in this chapter, constitutes the secret key for the system, which is to be transmitted by the sender to the receiver, either with the message or in an isolated manner. The technique does not cause any storage overhead. It provides a large key space, so that the chance of breaking the ciphertext is almost nullified by any technique of cryptanalysis. The implementation on practical scenario is well proven with positive outcome.

TMAT described in Chapter 5 is capable of producing encrypted stream more heterogeneous than TPRT described in Chapter 4. ROBAST described in this chapter is also generator stream which is more heterogeneous than TPRT and TMAT. The HDL synthesis of ROBAST in both netlist and timing summary giving much better result than TPRT and TMAT. Time complexity analysis taking encryption time and decryption time of ROBAST is also giving much better result than TPRT and TMAT. Avalanche test of ROBAST is also better than TPRT and TMAT, that means altering a single/few bits in plaintext/source file or in session key, ROBAST alters many bits in ciphertext/destination file than that of TPRT and TMAT.

Section 6.2 discussed the algorithm of TMAT with a block level diagram, section 6.3 gives a detailed example of encryption and decryption process, section 6.4 discussed the implementation issues with key generation, section 6.5 gives a brief analysis, section 6.6 discussed the results obtained based on implementation and a brief discussions are given in section 6.7.

### 6.2 The Algorithm of ROBAST

ROBAST is a bit level cipher, the source stream is broken into some finite number of blocks with a fixed block size and then the scheme is applied into these blocks.

The total message can be considered as blocks of bits with different block size like 8 , 16, 32, 64, 128 and 256 bits. Figure 6.1 gives the block/flow diagram of the proposed technique, ROBAST. This is a symmetric block cipher so a block of n -bits is considered for encryption. The rules to be followed for generating a cycle are as follows:

- Consider any source stream of a finite number (where $N=2^{n}, n=3$ to 8 ) and divide it into two equal parts.
- Make the source stream into paired form so that a pair can be used for the operation.
- Make the modulo- $2^{\mathrm{n}}$ addition between the first and second pair, second and third pair, third and fourth pair of the source stream, to get the first intermediate block.
- The same process is repeated recursively between second and first, third and second, fourth and third of the source stream, to get the next intermediate block.
- The above points are mainly substitute technique and then permutation technique has been performed by orientation of bits based on the session key. Therefore, these resultant blocks of stream can be considered as cipher text.

This process is repeated until the source stream is generated. After a finite number of iterations source stream is regenerated. So, decryption is basically the iteration of the same process. Thus any of the intermediate blocks can be considered as a cipher text, since it is a symmetric block cipher so the same number of iterations that are used during encryption process is required for decryption. This technique gives much better result in terms of ChiSquare value and hardware implementations.


Figure 6.1: Block diagram of ROBAST

In this technique the modulo addition with substitution and permutation is given but to enhance the security further other arithmetic operations can also implemented in this technique. Figure 6.1 gives the block diagram of ROBAST.

### 6.3 Example

Consider the block $S=10010011$ of size 8 bits. The Flow diagram to show how positions of the bits of $s$ and the different intermediate blocks can be reoriented with the key values to complete the cycle is shown in figure 6.1 gives the flow/block diagram of ROBAST and table 6.1 illustrates this example in details. In this diagram, each arrow indicates positional orientation of a bit during iteration. Therefore the final cipher text is $S^{\prime}=01001001$.

Table 6.1: An encryption example of ROBAST

| Source Stream(S) $\rightarrow$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Blocks of 2-bits | 10 | 01 | 00 | 11 |
| Forward 2-bit <br> Modulo $2^{2}$ addition | 10 | 11 | 11 | 10 |
| Backward 2-bit Modulo $2^{2}$ addition | 10 | 00 | 01 | 10 |
| Orientation of Bits | 01 | 00 | 10 | 01 |
| Final Ciphertext (S') | 01001001 |  |  |  |

Table 6.1 illustrates an encryption example of ROBAST. Let consider the above source stream, S , is divided into blocks of 2-bits each. So, get four blocks, B1=10, B2=01, $B 3=00$ and $B 4=11$. Then forward modulo- 4 addition is performed, $B 2=B 1+B 2, B 3=B 2+B 3$ and $B 4=B 3+B 4$. Now, get the result as $B 1=10, B 2=11, B 3=11$ and $B 4=10$, which is shown in the third row of table 6.1. After that backward modulo-4 addition is performed, B3=B3+B4, $B 2=B 2+B 3$ and $B 1=B 1+B 2$. Now, get the result as $B 1=10, B 2=00, B 3=01$ and $B 4=10$, which is shown in the fourth row of table 6.1. Then orientation of the bits are performed that is $1^{\text {st }}$ bit is oriented with $2^{\text {nd }}$ bit of every 2 -bit blocks and the result is shown in the fifth row of table 6.1. Finally all the bits are concatenated to get the ciphertext $S^{\prime}$.

Table 6.2 illustrates a decryption example of ROBAST. In this decryption example the modulo- $2^{\mathrm{n}}$ subtraction is performed instead of addition and the steps used in encryption are just reversed for the decryption. Since it is a symmetric cipher so decryption will be the just reverse of encryption.

Let consider the above ciphertext, $\mathrm{S}^{\prime}$, is divided into blocks of 2 -bits each. So, get four blocks, $B 1=01, B 2=00, B 3=10$ and $B 4=01$. First, orientation of bits is performed, that is
$1^{\text {st }}$ bit is oriented with $2^{\text {nd }}$ bit of every 2-bit blocks. The result is given in third row of table 6.2.

Table 6.2: Example of decryption in ROBAST

| Source Stream(S') $\rightarrow$ | 01001001 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Blocks of 2-bits | 01 | 00 | 10 | 01 |
| Orientation of Bits | 10 | 00 | 01 | 10 |
| Backward 2-bit Modulo $2^{2}$ subtraction | 10 | 11 | 11 | 10 |
| Forward 2-bit Modulo $2^{2}$ subtraction | 10 | 01 | 00 | 11 |
| Final Plaintext (S') | 10010011 |  |  |  |

During decoding the backward modulo-4 subtraction is performed, $\mathrm{B} 3=\mathrm{B} 4-\mathrm{B} 3$, $B 2=B 3-B 2$ and $B 1=B 2-B 1$. Now, get the result as $B 1=10, B 2=11, B 3=11$ and $B 4=10$, which is shown in the fourth row of table 6.2. After that forward modulo-4 subtraction is performed, $\mathrm{B} 2=\mathrm{B} 2-\mathrm{B} 1, \mathrm{~B} 3=\mathrm{B} 3-\mathrm{B} 2$ and $\mathrm{B} 4=\mathrm{B} 4-\mathrm{B} 3$. The result obtained as $\mathrm{B} 1=10, \mathrm{~B} 2=01, \mathrm{~B} 3=00$ and B4=11, which is shown in the fifth row of table 6.2 . Finally all the bits are concatenated to get the final plaintext $S^{\prime}$, which is the same as the original plaintext $S$.

### 6.4 Implementation and Key Generation

The technique executes modulo addition between two blocks, the first iteration performs in forward basis and then backward operation is performed. Next, final permutation is done to get the final cipher text.

This technique has been implemented in C and then feasibility study has been performed. Finally, FPGA based implementation has been done in VHDL. In both implementation, the technique takes input from file as a source stream and encryption is performed. The cipher text generated is finally written in another file. The data blocks $(8,16$, 32, 64, 128 and 256-bits) from the input file have been stored in array. Then encryption is performed and also stored in array. The reading and writing of data from and in file is based on 8-bit ASCII codes. XilinX ISE 8.1i software has been used for writing codes in VHDL.

```
library std;
library ieee;
use ieee.std_logic_arith.all;
use work.pack.all;
use std.textio.all;
use ieee.std_logic_TEXTIO.all;
entity ROBAST_VHDL is
Port ( input_bits : in BIT_VECTOR (16 downto 1);
output_bits : out
BIT_VECTOR (16 downto 1); key_bits : in
BIT_VECTOR (8 downto 1);
EN_DN : in BIT);
end ROBAST_VHDL;
architecture Behavioral of ROBAST_VHDL is
begin
process(EN_DN)
variable varin_bits,varout_bits: bit_vector(16 downto
1);
begin
if (EN_DN='1')then varin_bits:=input_bits;
AA:
ROBAST_Encryption(varin_bits,key_bits,varout_bits)
;
    output_bits<=varout_bits;
else
BB:
ROBAST_Decryption(varin_bits,key_bits,varout_bits)
;
    output_bits<=varout_bits;
end if;
end process;
end Behavioral;
```

Figure 6.2: ROBAST entity and its function


Figure 6.3: Top level RTL design of ROBAST

Figure 6.2 gives the implementation of ROBAST entity and its function. The encryption/decryption entity input bit vector (16-bit), output bit vector (16-bit), key bit vector (8-bit) and EN_DN signal. If EN_DN = 1 then encryption is performed else decryption is performed. During encryption the input bit vector of 16-bits is the plaintext and output 16 -bit vector is the ciphertext where as EN_DN value is ' 1 '. During decryption the input bit vector of 16 -bits is the ciphertext and the output 16 -bit vector is the plaintext where as $\mathrm{EN} \_\mathrm{DN}$ value is ' 0 '. Figure 6.3 shows the top RTL diagram of ROBAST.

When EN_DN = 1, the 'ROBAST_Encryption' function is called with the parameters, 'varin_bits' which is the plaintext, 'varout_bits' which is the ciphertext, both of these are of 16-bits and third parameter is the 'key_bits' which is the session key of the encryption of 8bits. When EN_DN $=0$, the 'ROBAST_Decryption' function is called with the parameters, 'varin_bits' which is the ciphertext, 'varout_bits' which is the plaintext, both of these are of 16-bits and third parameter is the 'key_bits' which is the session key of the decryption of 8bits. This code is written in VHDL using behavioral model of coding. The 'ROBAST_VHDL' entity in this coding has three ports, 'input_bits' of IN type of bit vector of 16-bits, 'output_bits' of OUT type of bit vector of 16-bits, 'key_bits' of IN type of bit vector of 16-bits and 'EN_DN' bit of IN type. 'Behavioral' is the architecture of the entity 'ROBAST_VHDL', this architecture contains a process which is called on the signal 'EN_DN' that is whenever there is a signal in 'EN_DN' this process is called. This process contains two functions, 'ROBAST_Encryption' and 'ROBAST_Decryption'. These two functions are called according to the value of signal bit 'EN_DN' which is already discussed. The implementation here is both functional and files type. These means that the code can be implemented in Xilinix FPGA and the simulation takes the input from a text file and the output is written into another text file. There are various libraries are used, library 'std' and library 'ieee', it is important to note that library 'ieee.std_logic_TEXTIO.all' is used for the
implementation of text file reading and writing. Figure 6.2 gives the main ROBAST entity coded in VHDL.

Section 6.4.1 deals with the key generation process, section 6.4.2 illustrates an example and section 6.4.3 gives the concept of modulo addition.

### 6.4.1 The Key Generation Process of ROBAST

In this section key generation process has been illustrated, the session key is 128 -bits for generalized ROBAST implementation.

Table 6.3: Representation of number of iterations in each round by bits, the key generation
for ROBAST

| Round | Block Size | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  |  | Decimal | Binary |
| 8. | 256 | 50021 | 1100001101100101 |
| 7. | 128 | 49870 | 1100001011001110 |
| 6. | 64 | 48950 | 1011111100110110 |
| 5. | 32 | 44443 | 1010110110011011 |
| 4. | 16 | 46250 | 1011010010101010 |
| 3. | 8 | 4321 | 0001000011100001 |
| 2. | 4 | 690 | 0000001010110010 |
| 1. | 2 | 72 | 0000000001001000 |



Rounds
Figure 6.4: Graphical representation of key generation of ROBAST

The key generation process depends on block size, iteration of each block and final permutation performed. Thus, in the proposed scheme, eight rounds have been considered, each for $2,4,8,16,32,64,128$, and 256 block size. As mentioned in each round is repeated for a finite number of times and the number of iterations will form a part of the encryptionkey. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16-bit binary string. The binary strings are then concatenated to form a 128 -bit key for a particular key. Table 6.3 gives the key generation process and the same is shown graphically in figure 6.4. For the block size of 2bits are considering 72 rounds, for block size of 4-bits are considering 690 rounds and so on and finally for block size of 256-bits 50021rounds have been considered for encryption. Since the technique is symmetric block cipher so for decryption same number of rounds will be required. These numbers of rounds have been considered in binary value, for each block size the number of rounds is considered in 16 -bits of binary value. So there is eight block sizes and their corresponding eight 16 -bits rounds, the key is formed by concatenating all the 16 bits binary values. Therefore, the size of the session key proposed here is 16 X $8=128$-bits, which is now a day's considered the secure key length.

An example of key generation is illustrated in section 6.4.2. Section 6.4.3 describes the modulo addition used in ROBAST, which is an important operation in the technique and should be taken into account while forming the session key.

### 6.4.2 An Example of Key Generation

Consider a particular session where the source file is encrypted using iterations for block sizes $2,4,8,16,32,64,128$, and 256 bits, respectively. Table 6.3 shows the corresponding binary value for the number of iterations in each round. If considering the block size of 256 -bits then the binary value of round is ' 1100001101100101 ', for block size of 128 -bit the binary value of round is ' 1100001011001110 ' and so on finally for block size of 2-bits the binary value of round is ' 0000000001001000 '. These eight 16 -bits binary strings are concatenated together to form the 128 -bit binary string, which is given below.

- 110000110110010111000010110011101011111100110110101011011001101110110 10010101010000100001110000100000010101100100000000001001000


Figure 6.5: Session key generation of ROBAST

This 128-bit binary string will be the encryption-key for this particular session. During decryption, the same key is taken to iterate each round of modulo-subtraction for the specified number of times and reverse permutation. Figure 6.5 shows the top level RTL diagram of session key generation of ROBAST.

### 6.4.3 Modulo Addition Used in ROBAST

An alternative method for modulo addition is proposed here to make the calculations simple. The need for computation of decimal equivalents of the blocks is avoided here since it will get large decimal integer values for large binary blocks. The method proposed here is just to discard the carry out of the MSB after the addition to get the result. For example, if add 1101 and 1001 it get 10110 . In terms of decimal values, $13+9=22$. Since the modulus of addition is $16\left(2^{4}\right)$ in this case, the result of addition should be 6 (22-16=6). Discarding the carry from 10110 is equivalent to subtracting 10000 (i.e. 16 in decimal). So the result will be 0110, which is equivalent to 6 in decimal. The same is applicable to any block size.

### 6.5 Analysis

Analyzing all the results presented in section 6.6, following are the points obtained on the proposed technique, ROBAST:

- The algorithmic complexity of ROBAST is $\mathrm{O}\left(\mathrm{n}^{2}\right)$.
- ROBAST encrypts block of fixed sizes of $2^{n}$, where $n=\{3,4,5, \ldots \ldots\}$, that is $8,16,32,64,128$ and 256.
- ROBAST is a substitution cipher, where the modulo addition between two consecutive blocks replaces the second block.
- ROBAST is a recursive cipher, the encryption block size starts with 256-bits and goes up-to 8-bit block size.
- Decryption is same as encryption where round keys are given in reverse manner in decryption than that of encryption.


### 6.6 Results and Simulations

Any cryptographic technique is to be accepted, a satisfactory results are very much required. This technique has been tested for feasibility both in terms of algorithmic parameters and cryptographic parameters. These are all described in respective sub sections. Section 6.6.1 discuss results of RTL/Hardware implementation, section 6.6.2 discuss the results of frequency distribution graph, section 6.6.3 discuss the results of Chi-Square test for non-homogeneity of source files and encrypted files, section 6.6.4 discuss the results of time complexity and section 6.6 .5 discuss the results of avalanche ratio test.

### 6.6.1 RTL Simulation Based Result

In this section gives some of the results found after implementing the proposed technique in VHDL. This code has been simulated and synthesized in Xilinx 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 6.6: RTL diagram of RSA


Figure 6.7: Spartan 3E RTL diagram of TPRT


Figure 6.8: Spartan 3E RTL diagram of TMAT


Figure 6.9: Spartan 3E schematic of ROBAST

Figure 6.6 shows the RTL schematic of RSA, figure 6.7 shows the RTL schematic of TPRT, figure 6.8 shows the RTL schematic of TMAT and figure 6.9 shows the RTL schematic of ROBAST. If observe the figures given above that it can be seen that a lot of Look-Up-Tables are required, almost thirty, to realize this proposed technique, ROBAST, in Spartan 3E FPGA. Similarly by seeing RTL schematic it can be said that a lot of registers are required, almost fifty, to realize this proposed technique, ROBAST. So, this technique uses the resources efficiently, the netlist study and speed grade study is discussed in later paragraphs.

Table 6.4 gives the netlist generation of proposed technique, ROBAST, previous techniques, TPRT, TMAT and RSA. RAMs/ROMs used in ROBAST is quite more than that of TPRT and TMAT but still less than RSA. Since modulo addition is the backbone of ROBAST, so, ROBAST uses quite large number of adder/subtraction than that of TPRT, TMAT and RSA. Registers used here, ROBAST, is also larger than that of TPRT and TMAT but it is still less than that of RSA. This technique, ROBAST, also uses a quite number of latches and multiplexers than TPRT and TMAT. So, in overall it can be said that ROBAST uses the resources available in FPGA chip.

Table 6.4: HDL synthesis report (Netlist generation of RSA, TPRT, TMAT and ROBAST)

| Sr No. | Netlist Components | Number |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT | ROBAST |
| 1 | ROMs/RAMs | 430 | 10 | 14 | 25 |
| 2 | Adders/Subtractions | 3 | 0 | 2 | 20 |
| 3 | Registers | 420 | 20 | 30 | 50 |
| 4 | Latches | 80 | 0 | 0 | 10 |
| 5 | Multiplexers | 120 | 0 | 0 | 10 |

Table 6.5 gives the timing summary of proposed technique, ROBAST, previous techniques, TPRT and TMAT and RSA. The minimum period for ROBAST is less than TPRT, TMAT and RSA. The maximum frequency is same for all the implementation because all the implementation is based of Spartan 3E FPGA with a speed grade of -5 . Minimum input arrival time of ROBAST is of medium value than TPRT, TMAT and RSA.

Table 6.5: HDL synthesis report (Timing summary of RSA, TPRT, TMAT and ROBAST)

| Sr No. | Timing Constraint | Values |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT | ROBAST |
| 1 | Speed Grade | -5 | -5 | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 5.66 | 7.95 | 5.55 |
| 3 | Maximum Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 | 101.06 |
| 4 | Minimum input <br> arrival time before <br> clock (ns) | 6.697 | 4.33 | 5.55 | 5.55 |
| 5 | Maximum output <br> required time after <br> clock (ns) | 4.31 | 3.33 | 4.25 | 4.44 |

The maximum output required time is higher for proposed technique, ROBAST, than that of TPRT, TMAT and RSA. So, in overall it can be said that ROBAST is giving satisfactory result in hardware implementation.

### 6.6.2 The Frequency Distribution Graph

The frequency distribution is the distribution of the all 256 ASCII characters in the respective files. This is also a cryptographic parameter which measures the degree of cryptanalysis. Figure 6.10 illustrates the source file, RSA encrypted file and TPRT encrypted file frequency distribution results found after implementation of respective algorithms/techniques. Figure 6.11 illustrates the frequency distribution of TMAT and ROBAST encrypted file. The frequency distribution graph of all the proposed techniques, ROBAST, TPRT and TMAT are giving the optimal result. All the frequencies are evenly distributed over 256 region for all the technique except that of RSA where the frequency distribution is not evenly distributed and somewhat resembles frequency distribution of a text file. Though ten files have been encrypted but for this result the file 'genesis.txt' of size 48.44 KB is considered.


Figure 6.10: Frequency distribution graph of source, RSA encrypted and TPRT encrypted files



Figure 6.11: Frequency distribution graph of TMAT and ROBAST encrypted files

### 6.6.3 The Non-Homogeneity Test

Test for non homogeneity has been done using Chi-Square value and degree of freedom; this is one of the important cryptographic parameters. Chi-Square value is the statistical value between source file and encrypted files, which gives the difference. Degree of freedom in the character distribution of the above said files. Table 6.6 gives the ChiSquare value and figure 6.12 illustrates the same graphically.


Files -->
Figure 6.12: Pictorial representation of Chi-Square values of ROBAST, RSA, TPRT and TMAT

Table 6.6: Chi-Square values of ROBAST, RSA, TPRT and TMAT

| Source File | File Size <br> (Bytes) | Chi-Square Values |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT |
| license.txt | 17,632 | 6472 | 5668 | 201530 | 191382 |
| cs405(ei).doc | 25,422 | 4407 | 2654 | 286025 | 253470 |
| acread9.txt | 35,121 | 560357 | 447984 | 440184 | 410735 |
| deutsch.txt | 47,829 | 3307374 | 685963 | 555220 | 505121 |
| genesis.txt | 49,600 | 2679799 | 3318506 | 659045 | 638592 |
| pod.exe | 69,981 | 8495675 | 694410 | 905416 | 896405 |
| mspaint.exe | 136,463 | 3131296 | 2667664 | 1297256 | 1203665 |
| cmd.exe | 152,028 | 9559993 | 2216429 | 1759014 | 1692655 |
| d3dim.dll | 193,189 | 3102369 | 906300 | 4630652 | 4250652 |
| clbcatq.dll | 403,901 | 2590855 | 3896171 | 4167801 | 3922143 |

Table 6.7: Degree of freedom of ROBAST, RSA, TPRT and TMAT

| Source File | File Size |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (Bytes) |  |$\quad$|  |  | ROBAST | RSA | TMAT |
| :---: | :---: | :---: | :---: | :---: |
| TPRT |  |  |  |  |
| license.txt | 17,632 | 253 | 253 | 255 |
| cs405(ei).doc | 25,422 | 253 | 253 | 255 |
| acread9.txt | 35,121 | 253 | 253 | 255 |
| deutsch.txt | 47,829 | 253 | 253 | 255 |
| genesis.txt | 49,600 | 253 | 253 | 255 |
| pod.exe | 69,981 | 253 | 253 | 255 |
| mspaint.exe | 136,463 | 254 | 254 | 255 |
| cmd.exe | 152,028 | 253 | 253 | 255 |
| d3dim.dll | 193,189 | 253 | 253 | 255 |
| clbcatq.dll | 403,901 | 253 | 253 | 255 |

From the table it is seen that the average Chi-Square value of ROBAST is $33,43,860$, RSA is $14,84,175$, TMAT is $14,90,214$ and TPRT is $13,96,482$. Therefore it can be said that ROBAST is giving the optimal solution for non-homogeneity test but in degree of freedom TMAT and TPRT are giving better result than ROBAST. Figure 6.12 giving the Chi-Square values graphically, X -axis is the ten files and Y -axis is the corresponding Chi-Square values, here bar graph is selected for this result.

### 6.6.4 The Time Complexity Analysis

Time complexity is based on encryption time and decryption time. Encryption time is the time required to encrypt a source file and decryption time is the time to decrypt the cipher text file to get the original file. Table 6.8 gives the encryption time complexities and figure 6.13 illustrates the same. Table 6.9 gives the decryption time complexities and figure 6.14 illustrates the same. This test is in terms of efficient algorithmic parameter.

Table 6.8: Comparison of encryption time of ROBAST, RSA, TMAT and TPRT

| Source File | File Size (Bytes) | Encryption Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT |
| license.txt | 17,632 | 0.00 | 0.01 | 0.03 | 0.02 |
| cs405(ei).doc | 25,422 | 0.01 | 0.06 | 0.00 | 0.00 |
| acread9.txt | 35,121 | 0.02 | 0.07 | 0.13 | 0.10 |
| deutsch.txt | 47,829 | 0.03 | 0.11 | 0.25 | 0.20 |
| genesis.txt | 49,600 | 0.04 | 0.12 | 0.28 | 0.25 |
| pod.exe | 69,981 | 0.04 | 0.12 | 0.39 | 0.35 |
| mspaint.exe | 136,463 | 0.06 | 0.20 | 0.44 | 0.40 |
| cmd.exe | 152,028 | 0.07 | 0.25 | 0.55 | 0.50 |
| d3dim.dll | 193,189 | 0.08 | 0.28 | 0.55 | 0.52 |
| clbcatq.dll | 403,901 | 0.08 | 0.32 | 0.67 | 0.60 |

Table 6.9: Comparison of decryption time of ROBAST, RSA, TMAT and TPRT

| Source File | File Size <br> (Bytes) | Decryption Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT |
| license.txt | 17,632 | 0.01 | 0.15 | 0.11 | 0.10 |
| cs405(ei).doc | 25,422 | 0.02 | 0.71 | 0.00 | 0.00 |
| acread9.txt | 35,121 | 0.03 | 1.15 | 0.13 | 0.10 |
| deutsch.txt | 47,829 | 0.03 | 1.36 | 0.15 | 0.11 |
| genesis.txt | 49,600 | 0.04 | 1.61 | 0.25 | 0.20 |
| pod.exe | 69,981 | 0.04 | 1.86 | 0.39 | 0.35 |
| mspaint.exe | 136,463 | 0.05 | 2.71 | 0.48 | 0.40 |
| cmd.exe | 152,028 | 0.06 | 3.34 | 0.52 | 0.42 |
| d3dim.dll | 193,189 | 0.07 | 3.73 | 0.60 | 0.50 |
| clbcatq.dll | 403,901 | 0.08 | 4.25 | 0.65 | 0.55 |



Files -->
Figure 6.13: Pictorial representation of encryption time of ROBAST, RSA, TMAT and TPRT


Files -->
Figure 6.14: Pictorial representation of decryption time of ROBAST, RSA, TMAT and TPRT

Encryption time in table 6.8, the encryption time is given against file size in KB, and considering all the ten files then a total 2.36 MB of file is encrypted. The total time of encryption by ROBAST is 0.43 seconds, RSA is 1.54 seconds, TMAT is 3.29 seconds and TPRT is 2.94 seconds. So, ROBAST is giving the optimal result for encryption time
complexity analysis. Figure 6.13 giving these results graphically, X -axis is the ten files and Y -axis is the corresponding encryption time, here line graph is selected for the result.

Decryption time in table 6.9 , the decryption time is given against file size in KB , and considering all the ten files then a total 2.36 MB of file is decrypted. The total time of decryption by ROBAST is 0.43 seconds, RSA is 20.87 seconds, TMAT is 3.28 seconds and TPRT is 2.73 seconds. So, ROBAST is giving the optimal result for decryption time complexity analysis and far better than that of RSA. Figure 6.14 giving these results graphically, X -axis is the ten files and Y -axis is the corresponding decryption time, here line graph is selected for the result.

### 6.6.5 The Avalanche Ratio Test

The avalanche ratio has been obtained by modifying 2-3 bits/bytes in the encryption key as well as in source files. It's a strong cryptographic parameter and this may be conceptualize with the avalanche occurs in hill area. Table 6.10 gives the avalanche ratio values of ROBAST, RSA, TPRT and TMAT.

Table 6.10: Comparison of avalanche ratio of ROBAST, RSA, TPRT and TMAT encrypted
files

| Source File | File Size <br> (Bytes) | Avalanche <br> Ratio of <br> ROBAST <br> encrypted <br> files (in \%) | Avalanche <br> Ratio of <br> RSA <br> encrypted <br> files (in \%) | Avalanche <br> Ratio of <br> TPRT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TMAT <br> encrypted <br> file (in \%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| license.txt | 17,632 | 71.90 | 58.0 | 77.7 | 80.8 |
| cs405(ei).doc | 25,422 | 99.69 | 60.0 | 80.0 | 85.5 |
| acread9.txt | 35,121 | 99.93 | 75.0 | 88.8 | 90.0 |
| deutsch.txt | 47,829 | 99.96 | 78.9 | 89.0 | 91.5 |
| genesis.txt | 49,600 | 97.72 | 80.9 | 87.0 | 94.7 |
| pod.exe | 69,981 | 77.00 | 58.0 | 77.0 | 80.0 |
| mspaint.exe | 136,463 | 98.22 | 58.9 | 76.0 | 80.0 |
| cmd.exe | 152,028 | 99.97 | 67.0 | 77.0 | 80.0 |
| d3dim.dll | 193,189 | 99.98 | 67.9 | 82.9 | 85.0 |
| clbcatq.dll | 403,901 | 75.55 | 68.0 | 88.5 | 90.5 |

The average avalanche ratio of ROBAST is $91.99 \%$, RSA is $67.26 \%$, TPRT is $82.39 \%$ and TMAT is $85.8 \%$. So ROBAST is again giving optimal solution for avalanche ratio analysis that means modifying of plaintext/key will greatly affect ciphertext than other techniques/algorithm, RSA, TPRT and TMAT.

### 6.7 Discussions

The technique given here is easily implemented in high-level language and in VHDL. This technique is very easy and it's implemented in FPGA-based systems, the goal of fast execution and strong cryptanalysis requirements are also obtained here. Moreover this technique can be fabricated in chip to be used in embedded systems. The main goal is to develop an efficient FPGA-based crypto hardware and this proposed technique is another step towards this. Now in the next two chapters are develop technique which will give much better result in terms of confusion and diffusion. It is also be seen that the avalanche ratio analysis will be boosted in the subsequent chapters.

Chapter 7
Shuffle - Rotational Addition Technique (SRAT)

### 7.1 Introduction

In this chapter, another secret-key cryptographic system is proposed. The proposed system is a bit-level implementation. It is a block cipher and it follows the principle of substitution and permutation. The techniques of the encryption and the decryption are not the same but one can easily be derived from the other. During encryption modulo addition and butterfly shuffle has been done and during decryption modulo subtraction and butterfly shuffle has been done. The encryption key and decryption keys are same.

During encryption, a butterfly shuffle is applied to the whole source stream, then the source stream is broken down into blocks of fixed size, then the consecutive blocks are modulo added, the result replaces the second block keeping the first block intact, in the next phase the whole block is left circular rotated. Now the blocks are concatenated and again another round of butterfly shuffle is applied. The block size and number of modulo addition to be performed depends on round key K1 and the butterfly shuffle depends upon round key K2, thus the RAT operation is sandwiched between two butterfly shuffles.

During decryption, at first butterfly shuffle is done on source stream, then the source stream is broken down into number of fixed size blocks, the consecutive blocks are modulo subtracted the result replacing the second block keeping the first block intact, then here right circular rotation is performed. Then the blocks are merged and another round of butterfly shuffle is applied.

The system does not cause any storage overhead, the execution time changes almost linearly with the size of the file being encrypted. The result of the Chi-Square test establishes the fact that the source file and the encrypted file are non-homogeneous. The frequency distribution test between the source and the encrypted files shows how the encrypted characters are well distributed. The comparison of this proposed technique with the RSA system on the basis of the Chi-Square values establishes the success of the technique in ensuring the security of highly satisfactory level. Encryption and decryption time analysis has also been done and this technique is giving satisfactory result. Another important cryptographic parameter is avalanche test and this technique is giving much better result. These entire tests have been performed by implementing the techniques in C-programming language. Moreover, this technique has also been implemented in VHDL for FPGA-based systems and the results found there after is also better than previous techniques.

Section 7.2 discussed the algorithm of SRAT with a block level diagram, section 7.3 gives a detailed example of encryption and decryption process, section 7.4 discussed the
implementation issues with key generation, section 7.5 gives a brief analysis, section 7.6 discussed the results obtained based on implementation and a brief discussions are given in section 7.7.

### 7.2 The Algorithm of SRAT

This section describes the algorithm of SRAT with a block level diagram. The plaintext for Shuffle-RAT is considered as a stream of 512 bit blocks. Figure 7.1 shows the block diagram of Shuffle-RAT. The basic round function is Rotational Addition Technique (RAT), applied on the 512-bit plaintext over 8 rounds where RAT is sandwiched between two Butterfly-Shuffles.


Figure 7.1: Block diagram of Shuffle-RAT

The plaintext is subdivided into smaller blocks in each round of Shuffle-RAT, where the block sizes vary with the powers of 2 in the rounds, i.e., $2^{\text {n }}$-bit blocks are considered for round ' $n$ ', where ' $n=1,2,3 \ldots 8$ '. In the ' $n$-th' round of Shuffle-RAT, the rotational addition adds each block to the adjacent block modulo ' $2{ }^{\mathrm{n}}$ ' and stores the result in the second block, iteratively over the length of the plaintext, the operation of RAT is in between two ButterflyShuffle. In mathematical terms, the round function of Shuffle-RAT is as follows.
$B_{i+1}=\left(B_{i}+B_{i+1}\right) \bmod 2^{n}$
Another Round of Butterfly-Shuffle

In equation (2), the index ' i ' cover all the blocks in each round. Each round of Shuffle-RAT is iterated for some number of times defined by 'keys', where the round-keys are of size 16 bits each. Thus, the total key-size of Shuffle-RAT is $8 \times 16=128$ bits. Decryption for Shuffle-RAT is just the opposite of encryption, where one has to use modular subtraction instead of addition and the round-keys are considered in the reverse order.

A close study of Shuffle-RAT reveals a few areas for improving the design even further. The degree of randomness may be increased for better non-homogeneity and security than the previous scheme. In terms of improving the algorithm, it was observe that RAT, the previous proposed technique, has a strong property of 'confusion', like all good block ciphers, but lacks good 'diffusion'. Thus, I propose the diffusion of Shuffle-RAT with the technique of butterfly shuffle to produce a new cipher - Shuffle-RAT, with high confusion and diffusion. This Butterfly-Shuffle produces high 'diffusion' which is performed twice in this technique, before and after each round of RAT, and RAT here provides good 'confusion'. Therefore this proposed cipher, Shuffle-RAT (SRAT), provides high confusion and diffusion properties.

The algorithm of the Shuffle-RAT technique is based on RAT [131], and can be summarized as follows:

- Step 1: The 512 bit message is divided into a number of blocks; each containing $\mathrm{N}=2^{\mathrm{n}}$ bits, where N is any one of $2,4,8,16,32,64$, 128, 256.
- Step 2: Each round key of 16 bits, produced similar to that in RAT, is divided into two parts each of 8 bits. Suppose that they are named as key1 and key2.
- Step 3: First, Butterfly-Shuffle of bits/blocks is performed, which is based on key2.
- Step 4: Two adjacent blocks are added and result is stored in the $2^{\text {nd }}$ block where the modulus of addition is $2^{\mathrm{n}}$ as in the case of RAT. This RAT operation is performed and which is based on Key1. Thus,
original RAT is performed on the blocks of size N for (key1) times of iterations.
- Step 5: The blocks are shuffled within the message to create proper diffusion. This is done by a simple butterfly shuffle, shuffling pairs of adjacent blocks, and the shuffling is done just once. Thus another round of Butterfly-Shuffle is performed and which is based on key2.
- Step 6: Finally, all the blocks are concatenated to form 512-bit ciphertext.

Thus, Shuffle-RAT incorporate diffusion in the structure of RAT using the butterfly shuffle, sandwiched between two regular rounds of RAT, which already provides sufficient amount of confusion as in the original design. The decryption is same as the above step, but in the middle phase, that is, in RAT, operation the modulo subtraction is performed instead of modulo addition. Since it is a symmetric block so repeated modulo addition would form the original bit stream, but this number of iterations would increase in exponential term with the increase of block size. Thus, for decryption modulo subtraction is proposed.

Table 7.1: Number of iteration to regenerate source stream using modulo-addition

| Block size | No. of iterations |
| :---: | :---: |
| 2 | 4 |
| 4 | 16 |
| 8 | 256 |
| 16 | 65536 |

Table 7.1 gives number of iterations against block sizes in SRAT. If observe table 7.1, four numbers of iterations is required for 2-bit block size, 16 numbers of iterations is required for 4-bit block size and 65536 numbers of iterations are required to get back the original source stream for 16 -bit block size using modulo-addition. Thus for 512 -bit block size the number of iterations will be huge (in millions) to get back the original source stream using modulo-addition. Figure 7.2 illustrates the same graphically.


Figure 7.2: Graphical representation of number of iterations to obtain source stream using modulo-addition

It is seen from figure 7.2 that the number of iteration to get back the original source stream varies exponentially with the block size, therefore modulo-subtraction is proposed for decryption.

### 7.3 Example

An example of SRAT has been given. Consider the plaintext as 1011110111000111. Table 7.2 gives the encryption process, here plaintext of 16 -bit is considered. At first the 16bit plaintext is divided into eight 2-bit block size, and then a butterfly shuffle is performed.

Table 7.2: Encryption process of SRAT

| Plaintext |  | 1011110111000111 |
| :---: | :---: | :---: |
| Round 1 (Block size $=2$ bits) | ButterflyShuffle | $\begin{aligned} & 1111011011110001 \\ & 1110110100111100 \\ & 1011011100001111 \end{aligned}$ |
|  | RAT |  |
|  | ButterflyShuffle |  |
| Next Input |  | 1011011100001111 |
| Round 2 (Block size $=4$ bits) | ButterflyShuffle | 011110111111000001110010111111110010011111111111 |
|  | RAT |  |
|  | ButterflyShuffle |  |
| Final Ciphertext |  | 0010011111111111 |

Table 7.2 gives the encryption process, here plaintext of 16-bit is considered. At first the 16 -bit plaintext is divided into eight 2 -bit block size, and then a butterfly shuffle is performed.

Let consider the plaintext as $\mathrm{P}=$ ' 1011110111000111 '. The eight blocks will be, $B 1=10, B 2=11, B 3=11, B 4=01, B 5=11, B 6=00, B 7=01$ and $B 8=11$. In Butterfly-Shuffle in the left part ( $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3$ and B 4 ) is, B 3 will be replaced by $\mathrm{B} 4, \mathrm{~B} 2$ will be replaced by B 3 , B1 will replace by B2 and B4 will replace by B1. The Butterfly-Shuffle for right part (B5, B6, B7 and B8) is, B6 will be replaced by B5, B7 will be replaced by B6, B8 will be replaced by B7 and B5 will be replaced by B8. This type of replacing is known as Butterfly-shuffle.

Table 7.3: Decryption process of SRAT

| Ciphertext |  | 0010011111111111 |
| :---: | :---: | :---: |
| Round 1 (Block size $=4$ bits) | Butterfly- | 011100101111111101111011111100001011011100001111 |
|  | Shuffle |  |
|  | RAT |  |
|  | ButterflyShuffle |  |
| Next Input |  | 1011011100001111 |
| Round 2 (Block size = 2 bits) | ButterflyShuffle | $\begin{aligned} & 1101111011000011 \\ & 1110110100111100 \\ & 1011110111000111 \end{aligned}$ |
|  | RAT |  |
|  | Butterfly- <br> Shuffle |  |
| Final Plaintext |  | 1011110111000111 |

Then one round of RAT is performed but here 2-bit modulo addition is done, again another round of Butterfly-Shuffle is done. All the eight blocks will be input to the next round of Shuffle-RAT encryption, in this round, 16-bit sub-stream is divided into four blocks of 4-bits each, and then Butterfly-Shuffle is performed.

Let consider the sub-stream, $\mathrm{S}=$ ' 1011011100001111 '. The four blocks would be, $B 1=1011, B 2=0111, B 3=0000, B 4=1111$. In Butterfly-Shuffle in the left part just B1 and B2 are swapped. In right part of Butterfly-Shuffle just B3 and B4 are swapped. This type of replacing is known as Butterfly-shuffle.

Then one round of RAT operation is performed where 4-bit modulo addition is done. Again another round of Butterfly-Shuffle is performed. Finally Concatenation of all four blocks will result in 16-bit ciphertext.

Table 7.3 gives the decryption process of the same ciphertext generated in table 7.3. The process of decryption is same as that of encryption, but with two differences, at first 4block size is considered then 2-bit block size is considered. Second, in RAT operation

### 7.4 Implementation and Key Generation

The implementation of SRAT is done in IEEE VHDL and synthesized in Xilinx 8.1i. These contains various modules and sub modules. Before laying out the architectural plan for this proposed cipher, SRAT, let take note of all components that it will be required to use in this context:

- Storage: The plaintext is stored in a 512 bit, which is a 64-byte register array denoted by 'regbox'. The key is stored in a 128 bit, which is a 16 byte register array denoted by 'keymod'. The masks for two rounds are stored in a 10-byte register array denoted by 'mskbox'.
- Logic This consists of the main controller module denoted by 'srat_main', blocks: the individual circuits for 8 rounds of Shuffle-RAT (SRAT2 to SRAT256), and the access logic and multiplexing circuit to read and write from the storage.
- SRATn: Means Shuffle-RAT algorithm with n-bit of plaintext, SRAT2 means Shuffle-RAT with 2-bit plaintext block, SRAT256 means ShuffleRAT with 256-bit plaintext block.


Figure 7.3: Top-level hardware architecture for Shuffle-RAT

Figure 7.3 shows the design of Shuffle-RAT for FPGA simulation. The plaintext, keys are taken from storage registers named 'regbox' and 'keymod'. The complete Shuffle-RAT operations are done in SRAT2 to SRAT256, as described in the algorithm. Clock and reset inputs are fed to the main controller module, which instructs the SRAT modules to operate in a particular sequence, and indicates when all operations are completed successfully.

The registers are byte array ( 8 bit ) for the storage 'regbox', whereas SRAT2 and SRAT4 require the access of 2-bit and 4-bit blocks respectively. This is why the masks are stored in 'mskbox' to access the required 2-bit or 4-bit blocks from the bytes. Another main point in terms of an efficient design is that the blocks SRAT2 to SRAT256 operate sequentially, and do not overlap in time. Thus, the access ports to the storage modules, that are 'regbox', 'keymod' and 'mskbox', can be shared among the SRAT operations. So, the port sharing logic between rounds of Shuffle-RAT is incorporated.

The main storage for the Shuffle-RAT hardware is the 'regbox' array and the 'keymod' array. The 'regbox' comprises of 8 bit registers made of edge-triggered masterslave flip-flops, with a total of 64 such registers to hold the 512 -bit plaintext. To accommodate the read and write accesses to the 'regbox', use write-access decoders and read-access decoders, which in turn control 64-to-1 multiplexer units associated to each location of the array. The 'keymod' that holds the 128-bit Shuffle-RAT key is also designed in a similar fashion, but with the exception that no intermediate write accesses are required for the registers.

Modulo adder is another important component in this proposed technique, SRAT and also for ROBAST. Carry Look-ahead Adder is designed for this purpose. The carry Lookahead Adder (CLA) solves the carry delay problem by calculating the carry signals in advance, based on the input signals. It is based on the fact that a carry signal will be generated in two cases: (4) when both bits $a_{i}$ and $b_{i}$ are 1 or (5) when one of the two bits is 1 and the carry-in is 1 . Thus, one can write,

$$
\begin{align*}
& c_{i+1}=a_{i} \cdot b_{i}+\left(a_{i} \operatorname{XOR} b_{i}\right) \cdot c_{i}  \tag{4}\\
& s_{i}=\left(a_{i} \operatorname{XOR} b_{i}\right) \text { XOR } c_{i} \tag{5}
\end{align*}
$$

The above two equations can be written in terms of two new signals $P_{i}$ and $G_{i}$, which are shown in figure 7.4.


Figure 7.4: Full adder at stage i with $\mathrm{P}_{\mathrm{i}}$ and $\mathrm{G}_{\mathrm{i}}$

- $\mathrm{c}_{\mathrm{i}+1}=\mathrm{G}_{\mathrm{i}}+\mathrm{P}_{\mathrm{i}} . \mathrm{c}_{\mathrm{i}}$
- $\mathrm{s}_{\mathrm{i}}=\mathrm{P}_{\mathrm{i}}$ XOR $_{\mathrm{c}}$

Where

- $G_{i}=a_{i} \cdot b_{i}$
- $P_{i}=a_{i}$ XOR $_{i}$

Gi and Pi are called the carry generate and carry propagate terms, respectively. Notice that the generate and propagate terms only depend on the input bits and thus will be valid after one and two gate delay, respectively. If one uses the above expression to calculate the carry signals, one does not need to wait for the carry to ripple through all the previous stages to find its proper value.

Let's apply this to a 4 -bit adder to make it clear. Putting $\mathrm{i}=0,1,2,3$ in equation (6) got

- $\mathrm{c}_{1}=\mathrm{G}_{0}+\mathrm{P}_{0} . \mathrm{c}_{0}$
- $\mathrm{c}_{2}=\mathrm{G}_{1}+\mathrm{P}_{1} \cdot \mathrm{G}_{0}+\mathrm{P}_{1} \cdot \mathrm{P}_{0} \cdot \mathrm{c}_{0}$
- $\mathrm{c}_{3}=\mathrm{G}_{2}+\mathrm{P}_{2} \cdot \mathrm{G}_{1}+\mathrm{P}_{2} \cdot \mathrm{P}_{1} \cdot \mathrm{G}_{0}+\mathrm{P}_{2} \cdot \mathrm{P}_{1} \cdot \mathrm{P}_{0} \cdot \mathrm{c}_{0}$
- $c_{4}=G_{3}+P_{3} \cdot G_{2}+P_{3} \cdot P_{2} \cdot G_{1}+P_{3} \cdot P_{2} \cdot P_{1} \cdot G_{0}+P_{3} \cdot P_{2} \cdot P_{1} \cdot P_{0} \cdot c_{0}$

Figure 7.5 shows that a 4 -bit CLA is built using gates to generate the Pi and Gi signals and a logic block to generate the carry out signals according to Equations 10-13. For modulo-4 CLA only have to discard $c_{4}$. CLAs are usually implemented as 4 -bit modules and are used in a hierarchical structure to realize adders that have multiples of 4-bits. It is a simple matter to develop a more versatile 2's complement adder/subtractor based on the adder in figure 7.5.


Figure 7.5: 4-bit modulo carry look-ahead adder implementation details

Section 7.4.1 describes the key generation process and section 7.4.2 gives an example of key generation.

### 7.4.1 Key Generation

In the proposed technique, eight rounds have been considered, each for $2,4,8,16,32$, 64,128 , and 256 block size. Each round is repeated for a finite number of times and the number of iterations will form a part of the encryption-key. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in
each round by a 16 -bit binary string. The binary strings are then concatenated to form a 128 bit key for a particular key.

In the proposed technique, eight rounds have been considered, each for $2,4,8,16,32$, 64,128 , and 256 block size. Each round is repeated for a finite number of times and the number of iterations will form a part of the encryption-key. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16-bit binary string. The binary strings are then concatenated to form a 128 bit key for a particular key.

Table 7.4: Representation of number of iterations in each round in SRAT

| Round | Block | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  | Size | Decimal | Binary |
| 8. | 256 | 50021 | 1100001101100101 |
| 7. | 128 | 49870 | 1100001011001110 |
| 6. | 64 | 48950 | 1011111100110110 |
| 5. | 32 | 44443 | 1010110110011011 |
| 4. | 16 | 46250 | 1011010010101010 |
| 3. | 8 | 4321 | 0001000011100001 |
| 2. | 4 | 690 | 0000001010110010 |
| 1. | 2 | 72 | 0000000001001000 |



Figure 7.6: Graphical representation of round $v / s$ iteration


Figure 7.7: Session key generation for SRAT

Figure 7.7 shows the top level RTL diagram of session key generation, here two session keys are generated, session key 1 (SK1_RAT) is used for RAT operation that is modulo addition operation, session key 2 (SK2_SHUFFLE) is used for two rounds of butterfly shuffle. The total size of key is 128 -bits.

### 7.4.2 Example of Key Generation

Consider a particular session where the source file is encrypted using iterations for block sizes $2,4,8,16,32,64,128$, and 256 bits, respectively. Table 7.4 shows the corresponding binary value for the number of iterations in each round. Figure 7.6 shows the graph for the round $\mathrm{v} / \mathrm{s}$ iteration. The binary strings are concatenated together to form the 128-bit binary string:

110000110110010111000010110011101011111100110110101011011001101110110 10010101010000100001110000100000010101100100000000001001000

This 128-bit binary string will be the key for encryption for a particular session. During decryption, the same key is taken to iterate each round of modulo-subtraction for the specified number of times.

### 7.5 Analysis

This technique is derived from Rotational Addition Technique (RAT), the advantages of RAT are:-

- The technique can take little time to encode and decode though the block length is large.
- The encoding string will not generate any overhead bits.
- Selecting the block pairs randomly (rather than consecutive pairs) may increase the security.

RAT also has severe limitations which are listed below:-

- The first 2-bits of the message never get encrypted. So, the first two bits are always in the hand of cryptanalyst.
- The first 4-bits of the message never gets encrypted from round two onwards. The first 8 -bits of the message never gets encrypted from round three onwards and so froths from all the rounds.
- In general first $2^{k}$ bits never gets encrypted in round ' $k$ ' onwards.
- Key size of RAT encryption and RAT decryption is 16 -bits per round. Thus the runtime of RAT (with 16-bits of keys at each level) is approximately in order of $8 * 2^{16}=2^{19}$ RAT cycles. Where one cycle is equivalent to on complete RAT operation over the whole 512-bits. This number makes RAT a bit slower.

The basic ideas of the design of SRAT are as follows:-

- The degree of randomness has also increased here by introducing two butterfly shuffles in between one round of RAT.
- RAT does the job of confusion well but butterfly shuffle introduce the job of diffusion as well.

Thus got much better technique, the algorithmic complexity of SRAT is found to be $\mathrm{O}\left(\mathrm{n}^{2}\right)$.

### 7.6 Results and Simulations

In this section, the various results obtained on implementation of the proposed technique, Shuffle-RAT, has been compared with the previous techniques, TPRT, TMAT and ROBAST. This technique is also compared with popular and industrially accepted cipher, RSA. The comparisons are done in two categories, first one is the comparisons based on

FPGA-Based hardware implementation and second one is the comparisons based on software implementation through C-programming language. The software implementation includes Chi-Square values, encryption time and decryption time, avalanche test and frequency distribution. The hardware implementation will mainly deal with the Register Transfer Logic (RTL) parameters and diagrams. Section 7.6.1 discuss results of RTL/Hardware implementation, section 7.6.2 discuss the results of frequency distribution graph, section 7.6.3 discuss the results of Chi-Square test for non-homogeneity of source files and encrypted files, section 7.6.4 discuss the results of time complexity and section 7.6.5 discuss the results of avalanche ratio test.

### 7.6.1 RTL Simulation Based Result

In this section gives some of the results found after implementing the proposed technique in VHDL. This code has been simulated and synthesized in Xilinx 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 7.8: RTL diagram of RSA


Figure 7.9: Spartan 3E RTL diagram of TPRT


Figure 7.10: Spartan 3E RTL diagram of TMAT


Figure 7.11: Spartan 3E schematic of ROBAST


Figure 7.12: Spartan 3E RTL schematic of the main controller module of Shuffle-RAT

Figure 7.8 shows the RTL schematic of RSA, figure 7.9 shows the RTL schematic of TPRT, figure 7.10 shows the RTL schematic of TMAT, figure 7.11 shows the RTL schematic
of ROBAST and figure 7.12 shows RTL schematic of SRAT. If the figures are analyzed given above it can be seen that a few Look-Up-Tables are required. Nine lookup tables are required to realize this proposed technique, SRAT, in Spartan 3E FPGA. So, this technique uses the resources efficiently, the netlist study and speed grade study is discussed in subsequent paragraphs.

Table 7.5: HDL synthesis report (Netlist generation of RSA, TPRT, TMAT, ROBAST and SRAT)

| Sr No. | Netlist Components | Number |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT | ROBAST | SRAT |
| 1 | ROMs/RAMs | 430 | 10 | 14 | 25 | 28 |
| 2 | Adders/Subtractions | 3 | 0 | 2 | 20 | 28 |
| 3 | Registers | 420 | 20 | 30 | 50 | 641 |
| 4 | Latches | 80 | 0 | 0 | 10 | 80 |
| 5 | Multiplexers | 120 | 0 | 0 | 10 | 136 |

Table 7.5 gives the HDL synthesis of netlist generation, the number of ROMs/RAMs and adder/subtraction used in SRAT in 28 which is the highest than other techniques, number of register of SRAT is 641 which is also highest, the number of latches is 80 and multiplexers is 136 , these results are also highest. So, in terms of netlist generation SRAT consuming the maximum resources efficiently.
Table 7.6: HDL synthesis report (Timing summary of RSA, TPRT, TMAT, ROBAST and SRAT)

| Sr No. | Timing Constraint | Values |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TPRT | TMAT | ROBAST | SRAT |
| 1 | Speed Grade | -5 | -5 | -5 | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 5.66 | 7.95 | 5.55 | 5.50 |
| 3 | Maximum Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 |
| 4 | Minimum input arrival <br> time before clock (ns) | 6.697 | 4.33 | 5.55 | 5.55 | 4.25 |
| 5 | Maximum output <br> required time after <br> clock (ns) | 4.31 | 3.33 | 4.25 | 4.44 | 3.33 |

Table 7.6 gives the timing synthesis of the techniques, RAT giving the minimum period of 5.50 ns , minimum input arrival time before clock of SRAT is 4.25 ns , and Maximum output required time after clock of SRAT is 3.33 ns , these shows the optimal result of SRAT than TPRT, TMAT, ROBAST and RSA. Thus SRAT is the best implemented in FPGA-based systems.

### 7.6.2 The Frequency Distribution Graph

The frequency distribution is the distribution of the all 256 ASCII characters in the respective files. This is also a cryptographic parameter which measures the degree of cryptanalysis.



Characters of RSA Encrypted File -->


Figure 7.13: Frequency distribution graph of source, RSA encrypted and TPRT encrypted files



Characters of ROBAST Encrypted File -->
Figure 7.14: Frequency distribution graph of TMAT and ROBAST encrypted files


Figure 7.15: Frequency distribution graph of SRAT encrypted files

Figure 7.13 illustrates the source file, RSA encrypted file and TPRT encrypted file frequency distribution results found after implementation of respective algorithms/techniques. Figure 7.14 illustrates the frequency distribution of TMAT and ROBAST encrypted file. Figure 7.15 illustrates the frequency distribution graph of SRAT encrypted file. The frequency distribution graph of all the proposed techniques, SRAT, ROBAST, TPRT and TMAT are giving the optimal result. All the frequencies are evenly distributed over 256 region for all the technique except that of RSA where the frequency distribution is not evenly distributed and somewhat resembles frequency distribution of a text file. Though ten files have been encrypted but for this result the file 'genesis.txt' of size 48.44 KB is considered. Therefore there is no substantial improvement in this result for SRAT.

### 7.6.3 The Non-Homogeneity Test

This section shows the extent of non-homogeneity between source file and encrypted file. To test this Chi-Square is taken as a parameter. Here the observed frequency is source file that is plaintext and the expected frequency is the ciphertext that is encrypted file. Ten files has been taken for this test in increasing order of file size, the size starts from 17,632 bytes ( 17.22 KB ) and goes to 403,901 bytes ( 394.43 KB ). Among these ten files, four text files has been taken, one Microsoft word file has been taken, three executable file has been taken and two dll files has been taken.

These files are then repeatedly encrypted by RSA, TPRT, TMAT, ROBAST and SRAT, then with software tools the Chi-Square value between the source files and encrypted files are noted down in tabular format.

Table 7.7: Comparison of Chi-Square values of ROBAST, RSA, TPRT, TMAT and SRAT

| Source File | File Size (Bytes) | Chi-Square Values |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT |
| license.txt | 17,632 | 6472 | 5668 | 201530 | 191382 | 201960 |
| cs405(ei).doc | 25,422 | 4407 | 2654 | 286025 | 253470 | 305590 |
| acread9.txt | 35,121 | 560357 | 447984 | 440184 | 410735 | 451125 |
| deutsch.txt | 47,829 | 3307374 | 685963 | 555220 | 505121 | 558330 |
| genesis.txt | 49,600 | 2679799 | 3318506 | 659045 | 638592 | 683128 |
| pod.exe | 69,981 | 8495675 | 694410 | 905416 | 896405 | 937565 |
| mspaint.exe | 136,463 | 3131296 | 2667664 | 1297256 | 1203665 | 1308890 |
| cmd.exe | 152,028 | 9559993 | 2216429 | 1759014 | 1692655 | 2009956 |
| d3dim.dll | 193,189 | 3102369 | 906300 | 4630652 | 4250652 | 9900630 |
| clbcatq. dll | 403,901 | 2590855 | 3896171 | 4167801 | 3922143 | 4525650 |

Table 7.8: Comparison of degree of freedom of ROBAST, RSA, TPRT, TMAT and SRAT

| Source File | File Size (Bytes) | Degree of Freedom |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT |
| license.txt | 17,632 | 253 | 253 | 255 | 255 | 253 |
| cs405(ei).doc | 25,422 | 253 | 253 | 255 | 255 | 254 |
| acread9.txt | 35,121 | 253 | 253 | 255 | 255 | 255 |
| deutsch.txt | 47,829 | 253 | 253 | 255 | 255 | 240 |
| genesis.txt | 49,600 | 253 | 253 | 255 | 255 | 255 |
| pod.exe | 69,981 | 253 | 253 | 255 | 255 | 255 |
| mspaint.exe | 136,463 | 254 | 254 | 255 | 255 | 255 |
| cmd.exe | 152,028 | 253 | 253 | 255 | 255 | 255 |
| d3dim.dll | 193,189 | 253 | 253 | 255 | 255 | 255 |
| clbcatq.dll | 403,901 | 253 | 253 | 255 | 255 | 255 |



Figure 7.16: Comparison Chi-Square values for ROBAST, RSA, TMAT, TPRT and SRAT

It is seen from the table the average Chi-Square value of SRAT is 2088282, ROBAST is $33,43,860$, RSA is $14,84,175$, TMAT is $14,90,214$ and TPRT is $13,96,482$. Therefore it can be said that SRAT is giving the optimal solution for non-homogeneity test but in degree of freedom TMAT and TPRT are giving better result than SRAT. Table 7.7 giving the ChiSquare values, table 7.8 giving the degree of freedom values and figure 7.16 giving the ChiSquare values graphically, X -axis is the ten files and Y -axis is the corresponding Chi-Square values, here bar graph is selected for this result. The degree of freedom result of SRAT is nearly 255. Thus SRAT is giving heterogeneous result than other techniques including RSA.

### 7.6.4 The Time Complexity Analysis

Time complexity is based on encryption time and decryption time. Encryption time is the time required to encrypt a source file and decryption time is the time to decrypt the cipher text file to get the original file. Ten source files are encrypted and the encryption times are noted, then these encrypted files are decrypted and the decryption time is noted.

Table 7.9: Comparison encryption time of ROBAST, RSA, TMAT, TPRT and SRAT

| Source File | File Size <br> (Bytes) | Encryption Time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT |
| license.txt |  | 0.00 | 0.01 | 0.03 | 0.02 | 0.00 |
| cs405(ei).doc |  | 0.01 | 0.06 | 0.00 | 0.00 | 0.01 |
| acread9.txt |  | 0.02 | 0.07 | 0.13 | 0.10 | 0.01 |
| deutsch.txt |  | 0.03 | 0.11 | 0.25 | 0.20 | 0.01 |
| genesis.txt | 49,600 | 0.04 | 0.12 | 0.28 | 0.25 | 0.02 |
| pod.exe | 69,981 | 0.04 | 0.12 | 0.39 | 0.35 | 0.02 |
| mspaint.exe | 136,463 | 0.06 | 0.20 | 0.44 | 0.40 | 0.03 |
| cmd.exe | 152,028 | 0.07 | 0.25 | 0.55 | 0.50 | 0.05 |
| d3dim.dll | 193,189 | 0.08 | 0.28 | 0.55 | 0.52 | 0.05 |
| clbcatq.dll | 403,901 | 0.08 | 0.32 | 0.67 | 0.60 | 0.05 |

Table 7.10: Comparison of decryption time of ROBAST, RSA, TMAT, TPRT and SRAT

| Source File | File Size <br> (Bytes) | Decryption Time |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT |  |
| license.txt |  | 0.01 | 0.15 | 0.11 | 0.10 | 0.00 |  |
| cs405(ei).doc |  | 0.02 | 0.71 | 0.00 | 0.00 | 0.01 |  |
| acread9.txt |  | 0.03 | 1.15 | 0.13 | 0.10 | 0.01 |  |
| deutsch.txt |  | 0.03 | 1.36 | 0.15 | 0.11 | 0.01 |  |
| genesis.txt |  | 0.04 | 1.61 | 0.25 | 0.20 | 0.02 |  |
| pod.exe | 69,981 | 0.04 | 1.86 | 0.39 | 0.35 | 0.02 |  |
| mspaint.exe | 136,463 | 0.05 | 2.71 | 0.48 | 0.40 | 0.02 |  |
| cmd.exe | 152,028 | 0.06 | 3.34 | 0.52 | 0.42 | 0.05 |  |
| d3dim.dll | 193,189 | 0.07 | 3.73 | 0.60 | 0.50 | 0.05 |  |
| clbcatq.dll | 403,901 | 0.08 | 4.25 | 0.65 | 0.55 | 0.05 |  |

Table 7.9 gives the encryption times of all the techniques including RSA, table 7.10 gives the decryption times of all the techniques including RSA. Figure 7.17 shows the encryption time graphically and figure 7.18 shows the decryption time graphically.


Files -->
Figure 7.17: Pictorial representation of encryption time against file size


Files -->
Figure 7.18: Pictorial representation of decryption time against file size

The cumulative encryption time of ROBAST is 0.43 seconds, RSA is 3.54 seconds, TMAT is 3.29 seconds, TPRT 2.94 seconds and SRAT is 0.25 seconds. The cumulative decryption time of ROBAST is 0.43 seconds, RSA 20.87 seconds, TMAT is 3.28 seconds, TPRT is 2.63 seconds and SRAT is 0.24 seconds. Therefore SRAT is giving the best result in terms of encryption and decryption time.

### 7.6.5 The Avalanche Ratio Test

The avalanche ratio is the ratio between the modified results to the original result. The avalanche ratio is obtained by modifying 2-3 bits/bytes in the encryption key as well as in source files.

Table 7.11: Comparison of avalanche ratio of ROBAST, RSA, TPRT, TMAT and SRAT encrypted files

| Source File | File Size <br> (Bytes) | Avalanche <br> Ratio of <br> ROBAST <br> encrypted <br> files (in \%) | Avalanche <br> Ratio of <br> RSA <br> encrypted <br> files (in \%) | Avalanche <br> Ratio of <br> TPRT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TMAT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> SRAT <br> encrypted <br> file (in \%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| license.txt | 17,632 | 71.90 | 58.0 | 77.7 | 80.8 | 91.5 |
| cs405(ei).doc | 25,422 | 99.69 | 60.0 | 80.0 | 85.5 | 90.5 |
| acread9.txt | 35,121 | 99.93 | 75.0 | 88.8 | 90.0 | 98.0 |
| deutsch.txt | 47,829 | 99.96 | 78.9 | 89.0 | 91.5 | 99.5 |
| genesis.txt | 49,600 | 97.72 | 80.9 | 87.0 | 94.7 | 99.9 |
| pod.exe | 69,981 | 77.00 | 58.0 | 77.0 | 80.0 | 99.9 |
| mspaint.exe | 136,463 | 98.22 | 58.9 | 76.0 | 80.0 | 98.0 |
| cmd.exe | 152,028 | 99.97 | 67.0 | 77.0 | 80.0 | 97.0 |
| d3dim.dll | 193,189 | 99.98 | 67.9 | 82.9 | 85.0 | 97.5 |
| clbcatq.dll | 403,901 | 75.55 | 68.0 | 88.5 | 90.5 | 99.0 |

Table 7.11 gives the avalanche ratio of all the techniques, thus it can be seen that SRAT is giving the best result in terms of avalanche ratio test. So, it can be said that modifying few bits or bytes in source file of session key will effect most bits or bytes of encrypted file through SRAT.

### 7.7 Discussions

In this chapter, efficient iterated block cipher Shuffle-RAT has been proposed based on an existing design of Rotational Addition Technique (RAT) with a novel inclusion of butterfly-shuffle in the process. Detailed analysis of the new cipher based on relevant cryptographic properties have been studied, and comparison with existing well-known
designs, including the original RAT has also been done. Efficient hardware architecture for Shuffle-RAT implementation has also been done on FPGA, and tested for the feasibility of the design using VHDL description, simulated using Xilinx ISE. The natural step for future work would be to exploit the advantages of Shuffle-RAT through its practical implementation and synthesis on FPGA or ASIC platforms. Shuffle-RAT is also compared to all the other proposed techniques in the next chapter.

Chapter 8
Triple Sagacious Vanquish (TSV)

### 8.1 Introduction

The Triple SV is a block cipher that uses secret key encryption. This algorithm takes a fixed-length string of plaintext bits and transforms it through a series of complicated operations into another cipher-text bit string of the same length. The proposed block size is 256 bits. The key comprises 112 bits. Figure 8.1 summarizes the overall structure of Triple SV.


Figure 8.1: Overview of the TSV

The TSV consist of complex operation of encryption and decryption and the key generation produce a key of 112 bits. This proposed technique is also symmetric in nature because the operation required for encryption is same required for decryption with the same key for encryption and decryption. Modes of operation for this proposed technique is Cipher Block Chaining (CBC), which is used for encryption and decryption. This technique is successfully implemented in software module using C programming and also in hardware module using VHDL. Apart from other parameters this proposed technique exhibits a good avalanche effect. The CBC modes of operation converts a block cipher to a stream cipher and stream cipher has a good avalanche effect that is why this proposed technique shows a good avalanche effect. So, through this proposed technique got a stream cipher design using block cipher through CBC. Figure 8.1 shows the block diagram of Triple SV (TSV).

Section 8.2 discussed the algorithm of TSV with a block level diagram, section 8.3 gives a detailed example of encryption and decryption process, section 8.4 discussed the implementation issues with key generation, section 8.5 gives a brief analysis, section 8.6 discussed the results obtained based on implementation and a brief discussions are given in section 8.7.

### 8.2 The Algorithm of TSV

TSV takes 256-bits plaintext as input and then inverse function is applied. The inverse function is a function which takes a block of bits as input then gives out the complement of these bits. Then seven rounds of encryption is performed, 2-bits block encryption, 4-bits block encryption, 8 -bits block encryption, 16-bits block encryption, 32-bits block encryption, 64-bits block encryption and 128-bits block encryption. The details have been discussed in later sub-section. Again inverse function is applied so that it cancels out the first round of inverse function and finally 256 -bits of ciphertext obtained. The proposed mode of operation is CBC which gives a high avalanche as well as better non-homogeneity is obtained.

Section 8.2.1 gives a brief discussions on modes of operation, section 8.2 .2 gives the encryption process and section 8.2.3 gives the decryption process.


Figure 8.2: The Cipher Block Chaining (CBC) mode for encryption in TSV


Figure 8.3: The Cipher Block Chaining (CBC) mode for decryption in TSV

### 8.2.1 Modes of Operation

Like other block ciphers, TSV must be used in one of the several modes of operation, like Electronic codebook (ECB), Cipher-block chaining (CBC), Propagating cipher-block
chaining (PCBC), Cipher feedback (CFB), and Output feedback (OFB). TSV has been designed in CBC mode.

In the CBC mode, each block of plaintext is XORed with the previous cipher-text block before being encrypted. This way, each cipher-text block is dependent on all plaintext blocks processed up to that point. Also, to make each message unique, an initialization vector must be used in the first block. A one-bit change in a plaintext affects all following cipher-text blocks. A plaintext can be recovered from just two adjacent blocks of cipher-text. As a consequence, decryption can be parallelized, and a one-bit change to the cipher-text causes complete corruption of the corresponding block of plaintext, and inverts the corresponding bit in the following block of plaintext. Figure 8.2 and figure 8.3 represent the encryption and the decryption process of CBC mode. CBC mode of operation also converts a block cipher to a stream cipher with high avalanche effect and which is found in the result after implementation of TSV in CBC.


Figure 8.4: TSV encryption overview


Figure 8.5: n-BIT level structure (encryption) for TSV

### 8.2.2 Encryption

There are basically seven similar levels of processing. In addition there is also an initial and final inversion operation. The seven similar levels of processing have identical structure but differ in the number of consecutive $n$ bits out of the input 256 bit to each level, which are coupled together and treated as a single entity while being processed inside each level. The values that n take in the 7 distinct levels are $2,4,8,16,32,64,128$, (that is $2^{\text {(level }}$ ${ }^{\text {number) }}$ ), respectively. Hence the seven levels of processing are named as 2 -bit level, 4-bit level, 8 -bit level, 16 -bit level, 32 -bit level, 64-bit level, and 128-bit level, respectively. This technique's overall structure (for encryption) is shown in figure 8.4.

- n -Bit Level Structure

Figure 8.5 shows the entire construct of the n-bit level. Each level basically comprises three major functions, namely, Far Swapping, Near Swapping and Expansion Function, and a XOR Function. The 256 -bit input to the level first undergoes an $n$-bit far swap. The 256 -bit output of the $n$-bit far swap is then introduced to an $n$-bit near swap, which again generates a 256 -bit output. In the far swap the $0^{\text {th }}$ block is swapped with $(\mathrm{k}-1)^{\text {th }}$ block, $1^{\text {st }}$ block is swapped with the $(k-2)^{\text {th }}$ block and so on for $k$-blocks of input bits and n-bit far swap means the block size is of $n$-bits. In the near swap the $0^{\text {th }}$ block is swapped with $1^{\text {st }}$ block, $2^{\text {nd }}$ block
is swapped with $3^{\text {rd }}$ block and so on for k -blocks of input bits and n -bit near swap means the block size is of n -bits.

After far swap and near swap of n -bit blocks, all the blocks are combined to get 256bit stream which is then XORed with the output of the expansion function and the resultant is passed to the next n-bit round structure. Figure 8.6 shows the n-bit far swap where as figure 8.7 show the n-bit near swap.


Figure 8.6: n-bit far swap function for TSV


Figure 8.7: n-bit near swap function for TSV

$\mathrm{K}_{\mathrm{n}}:$| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

## For $a^{\text {th }}$ iteration,



Figure 8.8: Expansion function for encryption of TSV


Figure 8.9: TSV decryption process


Figure 8.10: n-bit level structure (decryption) of TSV
$\mathrm{K}_{\mathrm{n}}$ :

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

For $d=$ decimal equivalent of $\mathrm{K}_{n}$, and For $a^{\text {th }}$ iteration,


Figure 8.11: Expansion function for decryption of TSV

Meanwhile, the 16 -bits string, $\mathrm{K}_{\mathrm{n}}$ enters the level and get expanded into a 256 -bit string with which the 256 -bit output of the near swap gets XORed to produce a 256 -bit intermediate. This intermediate is again fed into the same level to carry out the procedure all over again. This iterative operation of the level continues for $d$ time, where $d$ is a positive integer, the value of which is determined by the decimal equivalent of the string $K_{n}$.

After complete iterations of 'd' times, the 256-bit output is the output of that level and is carried to the next $n$-bit level for similar series of operations.

- n-Bit Far Swap Function: The $n$-bit far swap function has been diagrammatically depicted in figure 8.6. The n-bit far swap function is a simple function. Firstly, the 256 -bit of the incoming string are grouped into distinct n -bit groups, where n is $2,4,8,16,32,64$, or 128 , depending on the level at which are operating. The groups are formed by starting from the first bit and grouping together the first n consecutive bits, then the next n consecutive bit, and so on. These distinct $n$-bit groups behave as individual entities at that particular level.
- For n-bit far swapping, the first n-bit group gets swapped (interchanged) the last (farthest) n-bit group. The second $n$-bit group gets swapped with the penultimate n -bit group, and so on.
- n -Bit Near Swap Function: The n -bit near swap function is quite similar to n bit far swapping function, with a subtle change in swapping pattern, as
demonstrated in figure 8.7. For n-bit near swapping, the first n-bit group gets swapped (interchanged) the second (nearest) n-bit group. The third n-bit group gets swapped with the fourth $n$-bit group, and likewise the penultimate $n$-bit group is swapped with the ultimate $n$-bit group.
- Expansion Function (for encryption): The Expansion Function, in comparison to the earlier functions is a little more complex. For a certain n-bit level, the Expansion Function transforms the 16 -bits string, $\mathrm{K}_{\mathrm{n}}$ into a 256 -bit string which is used as an input to the XOR Function. Figure 8.8 summarizes the expansion function for encryption.
- Inverse function: Inverse function is the random permutation of the 256 -bit plaintext and it is completely defined by the implementation. The initial inverse function inverts the bits and performs the random permutation. The final inverse function which get the 256 -bit output from 128 -bit level, it again invert the bits and performed random permutation. The final inverse function is designed in such a way that it cancel out the effect of initial inverse function.

The function takes the 16 -bit $\mathrm{K}_{\mathrm{n}}$ string as input. Next, it determines the number of iteration of the particular level. Then $\mathrm{K}_{\mathrm{n}}$ is given a left-rotations and the modifies string makes the first 16 bits of the expanded string. Another left-rotation is given to the first 16 -bits to produce the next 16-bits, and so on.

Sixteen such modifications of the 16 -bit string finally produce the 256 -bit string for that particular level and that particular iteration. Thus, a 256 -bit output is generated by the expansion function, which then gets XORed with the 256 -bit output of the n-bit nearswapping of that particular iteration of the level.

### 8.2.3 Decryption

The decryption algorithm is just the reverse of the encryption algorithm. In case of decryption, the 256-bit cipher text fed to the cipher first undergoes 128 -bit level, then 64 -bit level and so on till 2-bit level. Figure 8.9 shows the decryption algorithm.

Even the order of operations inside each level is reversed with the expansion function operating first, then the n-bit near swap and then the n-bit far swap, as depicted in figure 8.10. All the individual function retains exactly the same functionality as in case of encryption. The
only function that gets a little modified in case of decryption is the Expansion Function. Figure 8.11 clearly explains the functioning of the expansion function in case of decryption.

### 8.3 Example

The proposed technique is defined on 256 -bit plaintext and 112-bit key with 7 -rounds. To understand it in better way here 2-bit level round/structure encryption is illustrated. A 16bit plain text and a key of 8-bit are taken as an example.

Table 8.1: TSV encryption using 2-bit level with 16-bit plaintext and 8-bit Key

| Step No. | Caption | Bit Sequence |
| :---: | :---: | :---: |
| 1 | Input 16-bit Plaintext | 1011010010101001 |
| 2 | Input 8-bit Key | 11000110 |
| 3 | Formation of 2-bit block of Plaintext | 1011010010101001 |
| 4 | Far Swap | 0110101000011110 |
| 5 | Near Swap | 1001101001001011 |
| 6 | Key Expansion | 1100011010001101 |
| 7 | XOR operation and Final Output | 0101110011000110 |

A simple TSV encryption is shown in table 8.1. The technique, TSV, has seven round structure, 2-bit level, 4-bit level, 8-bit level, 16-bit level, 32-bit level, 64-bit level and 128-bit level. In this example 16-bit plaintext, 8 -bit key and 2-bit level structure encryption is illustrated. All the steps are shown in Table 8.1.

- Step 1: Take 16-bit plaintext as input.
- Step 2: Take 8-bit key as input.
- Step 3: Since, it is a 2-bit stage, the 16 -bit plaintext is now broken into eight blocks of 2-bit each.
- Step 4: Now far swap function is performed. Let consider the above eight blocks as B1, B2, B3, $\qquad$ B8. In far swap, B1 is swapped with B8, B2 is swapped with B7, B3 is swapped with B6 and finally B4 is swapped with B5.
- Step 5: Now near swap function is performed. Let consider the above eight blocks as $B 1, B 2, B 3, \ldots . . . ., B 8$. In near swap, B1 is swapped with B2, B3 is swapped with B4, B5 is swapped with B6 and finally B7 is swapped with B8.
- Step 6: In this technique key expansion is proposed to form round keys. To perform XOR operation of round key with 16-bit plaintext have to expand the input 8 -bit key. Expansion function works as: first 8 -bit of round key is same as 8 -bit input key, then 8 -bit input key is left rotated by 1-bit and which form the next 8 -bit of round key, thus got 16-bit round key.
- Step 7: In this step the 16-bit round key (output from Step no. 6) is XORed with 16-bit output from near swap operation (Step no. 5). Thus got the final encrypted stream.

In actual implementation, the output from 2-bit level is passed to 4-bit level and so on. Decryption is just the opposite of encryption just illustrated. When this algorithm is implemented with CBC mode of operation it get poly-alphabetic cipher with good avalanche effect and better non-homogeneity.

### 8.4 Implementation and Key Generation

Proposed technique, TSV, has swapping, round key generation and Cipher Block Chaining (CBC) as the main important module for hardware implementation. Let first describe the hardware implementation of CBC. Section 8.4.1 gives the implementation details of Cipher Block Chaining (CBC) mode and section 8.4.2 illustrates the round key generation.

### 8.4.1 Cipher Block Chaining (CBC) Mode

In Cipher Block Chaining (CBC) mode, the output of one block cipher is fed into the other block cipher along with the next block message. CBC mode converts the block cipher into stream cipher. The algorithm below describes the mode and a pictorial description is provided in figure 8.12 and figure 8.13 respectively.

```
Algorithm CBC_Encryption
K (P)
1: Partition P into P1, P2, . . , Pm
2: C1 EK(P1 _IV);
3: for i 2 to m
4: Ci EK(Pi_Ci-1)
5: end for
6: return C1,C2, . . , Cm
```

Figure 8.12: Top level algorithm for CBC encryption of TSV

```
Algorithm CBC_Decryption
K (C)
1: Partition C into \(\mathrm{C} 1, \mathrm{C} 2, \ldots, \mathrm{Cm}\)
2: P1 E-1
    K (C1) _IV
3: for i 2 to m
4: Pi E-1
    \(\mathrm{K}(\mathrm{Ci})\) _ \(\mathrm{Ci}-1\)
5: end for
6: return \(\mathrm{P} 1, \mathrm{P} 2, \ldots, \mathrm{Pm}\)
```

Figure 8.13: Top level algorithm for CBC decryption of TSV

Figure 8.12 depicts the top level algorithm for CBC encryption and figure 8.13 depicts the top level algorithm for CBC decryption, these algorithms has been implemented in both C- programming for software implementation and VHDL implementation for FPGAbased systems. CBC takes as input message blocks and an initialization vector (IV). During encryption, the output of the ith block depends on the previous i-1 blocks. So, CBC encryption is inherently sequential. The output of each block depends on all the previous blocks and thus provides more security than ECB. The sequential design does not allow a fully pipelined implementation for this mode.

### 8.4.2 Round Key Generation

Round Key Generation is another important module of TSV, the round key is a function of session key and number of iterations of each round.

```
    library ieee;
    use ieee.std_logic_1164.all;
    use ieee.std_logic_arith.all;
    use work.tsv_package.all;
    entity key_gen is
        port (key: in STD_LOGIC_VECTOR(111 downto 0);
        round: in round_type;
    DATAOUT: out STD_LOGIC_VECTOR(255 downto 0));
    end entity key_gen;
architecture top_tsv_RTL of key_gen is
        begin
        process (key, round) is
            begin
            DATAOUT <= ROUNDKEY_GEN(key, round);
            end process;
end architecture top_tsv_RTL;
```

Figure 8.14: Top level VHDL module for round key generation of TSV


Figure 8.15: Top level entity of round key generation of TSV

Figure 8.14 shows the top level VHDL module for round key generation for TSV. Here 'key_gen' is an entity for round key generation. As stated before the round keys of each round is generated from the user given key, the length of each round key is 256 -bits and user key is 112 -bit. Figure 8.15 shows the top level entity of round key generation of TSV.

In port logic, 'key' is an array of 112-bit (111-0), which takes the 112-bit user encryption/decryption key. Then this key and round number is passed through process 'ROUNDKEY_GEN', this process generates the 256-bit round key for each round and it is stored in 'DATAOUT' array of 256-bit (255-0).

Key length is one of the two most important security factors of any encryption algorithm - the other one being the design of the algorithm itself. The effective key length of Triple SV is 112 bits, giving $2^{112}$ possible combinations. The 112-bit key is completely user defined and is provided by the user in the form of numbers of iteration that each of the n -bit levels would have while the encryption or decryption process progresses. The 112 bits of the key have been logically divided into seven 16-bit binary sequences, each of which relates to a particular n-bit level. The association is elucidated below.

- Bit number 1 to 16 form string K2, and is associated with 2-bit level.
- Bit number 17 to 32 form string K4, and is associated with 4-bit level.
- Bit number 33 to 48 form string K8, and is associated with 8-bit level.
- Bit number 49 to 64 form string K16, and is associated with 16-bit level.
- Bit number 65 to 80 form string K32, and is associated with 32-bit level.
- Bit number 81 to 96 form string K64, and is associated with 64-bit level.
- Bit number 97 to 112 form string K128, and is associated with 128 -bit level.

Therefore, TSV is successfully implemented in VHDL with CBC modes of operation; round key of 128 -bits is also generated by taking 112 -bits input as session key. TSV is also implemented in C-programming to find the testing parameters and to compare it with RSA and previously proposed techniques. TSV is giving a much better result in avalanche ratio test and non-homogeneity test using Chi-Square values.

### 8.5 Analysis

TSV is implemented in both hardware and software modules. Some of the characteristics are:

- TSV encryption and decryption is done in CBC mode so it converts a block cipher to stream cipher.
- The avalanche ratio test reveals a much better result for TSV, which means if alter a few bits/bytes in session key or in plaintext than it effects or alters $99.9 \%$ bits/bytes of ciphertext.
- TSV also involves generation of 128-bits round keys from 112-bits of session key, during decryption the round keys are applied in reverse manner as that was applied during encryption.
- TSV gives much better result in non-homogeneity test using Chi-Square values that means that the ciphertext differs in large manner from plaintext.
- Algorithmic complexity of TSV is found to be $\mathrm{O}\left(\mathrm{n}^{2}\right)$.
- TSV is symmetric block cipher which means same key is used for encryption and decryption.
- TSV is also a non Feistal block cipher, which is commonly used for design of symmetric block cipher.
- In hardware implementation perspective TSV uses much less resources than that of RSA where giving better results in testing parameters.
- TSV can be used in key distribution techniques using Key Distribution Centres (KDC).


### 8.6 Results and Simulations

In this section some of the results of TSV are discussed and the various comparisons made with the earlier proposed technique and also with RSA. Section 8.6.1 discuss results of RTL/Hardware implementation, section 8.6.2 discuss the results of frequency distribution graph, section 8.6.3 discuss the results of Chi-Square test for non-homogeneity of source files and encrypted files, section 8.6.4 discuss the results of time complexity and section 8.6.5 discuss the results of avalanche ratio test.

### 8.6.1 RTL Simulation Based Result

In this section gives some of the results found after implementing the proposed technique in VHDL. This code has been simulated and synthesized in Xilinx 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 8.16: RTL diagram of RSA


Figure 8.17: Spartan 3E RTL diagram of TPRT


Figure 8.18: Spartan 3E RTL diagram of TMAT


Figure 8.19: Spartan 3E schematic of ROBAST


Figure 8.20: Spartan 3E RTL schematic of the main controller module of Shuffle-RAT


Figure 8.21: Spartan 3E RTL diagram of TSV

The design of TSV is done using VHDL and implemented in Xilinx Spartan-3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5) FPGA using the ISE 8.1i design tool. Figure 8.16 shows the RTL of RSA, figure 8.17 shows the RTL of TPRT, figure 8.18 shows RTL of TMAT, figure 8.19 shows RTL of ROBAST, figure 8.20 shows RTL of SRAT and figure 8.21 shows the RTL diagram of TSV. Here 64 -bit implementation timing diagram is illustrated, plaintext is of 64-bit and user encryption/decryption key is of 56-bit, the output 64 -bit ciphertext is got after 450 ns .

Table 8.2: HDL synthesis report (Netlist generation of RSA, TPRT, TMAT, ROBAST, SRAT and TSV)

| Sr |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Netlist Components | Number |  |  |  |  |  |  |
|  |  | RSA | TPRT | TMAT | ROBAST | SRAT | TSV |  |
| 1 | ROMs/RAMs | 430 | 10 | 14 | 25 | 28 | 12 |  |
| 2 | Adders/Subtractions | 3 | 0 | 2 | 20 | 28 | 0 |  |
| 3 | Registers | 420 | 20 | 30 | 50 | 641 | 10 |  |
| 4 | Latches | 80 | 0 | 0 | 10 | 80 | 0 |  |
| 5 | Multiplexers | 120 | 0 | 0 | 10 | 136 | 0 |  |

Table 8.2 illustrates the hardware implementation analysis of TSV and its comparisons with other techniques/algorithms, namely, RSA, TPRT, TMAT, ROBAST and SRAT. This proposed technique, TSV, uses no adder/subtractions, latches and multiplexers. TSV uses 22 memory units (ROM/RAM) and 10 registers which are quite less than that of
other techniques/algorithms. Observing the above table it is seen that RSA consumes maximum of resources, then comes ROBAT followed by SRAT. TPRT, TMAT consumes the minimum resources.

Table 8.3: HDL synthesis report (Timing summary of RSA, TPRT, TMAT, ROBAST, SRAT and TSV)

| Sr <br> No. | Timing <br> Constraint | Values |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RSA | TPRT | TMAT | ROBAST | SRAT | TSV |  |  |
| 1 | Speed Grade | -5 | -5 | -5 | -5 | -5 | -5 |  |
| 2 | Minimum <br> period (ns) | 9.895 | 5.66 | 7.95 | 5.55 | 5.50 | 10.22 |  |
| 3 | Maximum <br> Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 |  |
| 4 | Minimum input <br> arrival time <br> before clock <br> (ns) | 6.697 | 4.33 | 5.55 | 5.55 | 4.25 | 6.66 |  |
| 5 | Maximum <br> output required <br> time after clock <br> (ns) | 4.31 | 3.33 | 4.25 | 4.44 | 3.33 | 5.55 |  |

Table 8.3 illustrates the entire timing summary obtained after HDL synthesis. The speed grade and maximum frequency is same as all the techniques/algorithms have been implemented in Xilinx Spartan-3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5). TPRT and ROBAST gives optimal solution in terms of minimum period, minimum input arrival time and maximum output time. Though TSV doesn't give optimal results in hardware implementation but it gives best result in avalanche effect.

### 8.6.2 The Frequency Distribution Graph

The frequency distribution is the distribution of the all 256 ASCII characters in the respective files. This is also a cryptographic parameter which measures the degree of cryptanalysis.


Figure 8.22: Frequency distribution graph of source, RSA encrypted and TPRT encrypted files



Figure 8.23: Frequency distribution graph of TMAT and ROBAST encrypted files


Figure 8.24: Frequency distribution graph of SRAT encrypted files


Characters of TSV encrypted file -->
Figure 8.25: Frequency distribution graph of TSV encrypted files

The results shown are obtained after calculating the respective Frequency Distributions of the source file 'genesis.txt'. Figure 8.22 shows the frequency distribution graph of source file, RSA encrypted file and TPRT encrypted file. Figure 8.23 shows frequency distribution graph of TMAT encrypted file and ROBAST encrypted file. Figure 8.24 shows the frequency distribution graph of SRAT encrypted file and figure 8.25 shows frequency distribution graph of TSV encrypted file. It obvious that TSV is giving much better result than that of RSA. The frequencies of TSV aggregated to a specific range thus it is very difficult for cryptanalysis.

### 8.6.3 The Non-Homogeneity Test

Another way to analyze the technique is to test the non-homogeneity of the source and the encrypted file. The Chi-Square test has been performed for this purpose.


Figure 8.26: Pictorial representation of Chi-Square values

Table 8.4: Comparison of Chi-Square values of ROBAST, RSA, TPRT, TMAT, SRAT and TSV

| Source File | File <br> Size <br> (Bytes) | ROBAST |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | TMAT | TPRT | SRAT | TSV |  |  |
| license.txt |  | 6472 | 5668 | 201530 | 191382 | 201960 | 210050 |
| cs405(ei).doc |  | 4407 | 2654 | 286025 | 253470 | 305590 | 306000 |
| acread9.txt |  | 560357 | 447984 | 440184 | 410735 | 451125 | 475590 |
| deutsch.txt |  | 3307374 | 685963 | 555220 | 505121 | 558330 | 3567900 |
| genesis.txt |  | 2679799 | 3318506 | 659045 | 638592 | 683128 | 3580050 |
| pod.exe | 69,981 | 8495675 | 694410 | 905416 | 896405 | 937565 | 8590100 |
| mspaint.exe | 136,463 | 3131296 | 2667664 | 1297256 | 1203665 | 1308890 | 3595000 |
| cmd.exe | 152,028 | 9559993 | 2216429 | 1759014 | 1692655 | 2009956 | 9569921 |
| d3dim.dll | 193,189 | 3102369 | 906300 | 4630652 | 4250652 | 9900630 | 9910550 |
| clbcatq.dll | 403,901 | 2590855 | 3896171 | 4167801 | 3922143 | 4525650 | 5125590 |

Table 8.5: Comparison of degree of freedom of ROBAST, RSA, TPRT, TMAT, SRAT and TSV

| Source File | File Size <br> (Bytes) | Degree of Freedom |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT | TSV |
| license.txt |  | 253 | 253 | 255 | 255 | 253 | 255 |
| cs405(ei).doc |  | 253 | 253 | 255 | 255 | 254 | 255 |
| acread9.txt |  | 253 | 253 | 255 | 255 | 255 | 254 |
| deutsch.txt |  | 253 | 253 | 255 | 255 | 240 | 253 |
| genesis.txt |  | 253 | 253 | 255 | 255 | 255 | 255 |
| pod.exe |  | 253 | 253 | 255 | 255 | 255 | 255 |
| mspaint.exe | 136,463 | 254 | 254 | 255 | 255 | 255 | 254 |
| cmd.exe | 152,028 | 253 | 253 | 255 | 255 | 255 | 255 |
| d3dim.dll | 193,189 | 253 | 253 | 255 | 255 | 255 | 253 |
| clbcatq.dll | 403,901 | 253 | 253 | 255 | 255 | 255 | 255 |

The Chi-Square test has been performed for this purpose. Table 8.4 and figure 8.26 show the file size and the corresponding Chi-Square values for ten different files. Table 8.5 gives the degree of freedom values. The Chi-Square values for the proposed technique are
comparatively lower than those obtained by RSA. The value of degree of freedom is on an average 127. Hence the source and the corresponding encrypted files are considered to be heterogeneous. The degree of freedom is listed in table 8.5. Average Chi-Square value of TSV is 4165 , RSA is 47505 , TMAT is 1490214 , TPRT is 1396482 , ROBAST is 3343860 and Shuffle-RAT is 21076. Thus in terms of non-homogeneity TSV doesn't show optimal result.

### 8.6.4 The Time Complexity Analysis

In this section it will discuss time complexity analysis of the proposed technique, TSV, the time complexity analysis is broadly divided into two categories, namely encryption time and decryption time. The encryption time is the time required to convert a plaintext into a ciphertext and the decryption time is the time required to convert the ciphertext into the plaintext for a given block size and key. Here ten different sample files are taken and their complexities are noted down.

Table 8.6: Comparison of encryption time of ROBAST, RSA, TMAT, TPRT, SRAT and TSV

| Source File | File Size | Encryption Time |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Bytes) | ROBAST | RSA | TMAT | TPRT | SRAT | TSV |  |
| license.txt | 17,632 | 0.00 | 0.01 | 0.03 | 0.02 | 0.00 | 0.00 |  |
| cs405(ei).doc | 25,422 | 0.01 | 0.06 | 0.00 | 0.00 | 0.01 | 0.00 |  |
| acread9.txt | 35,121 | 0.02 | 0.07 | 0.13 | 0.10 | 0.01 | 0.01 |  |
| deutsch.txt | 47,829 | 0.03 | 0.11 | 0.25 | 0.20 | 0.01 | 0.01 |  |
| genesis.txt | 49,600 | 0.04 | 0.12 | 0.28 | 0.25 | 0.02 | 0.01 |  |
| pod.exe | 69,981 | 0.04 | 0.12 | 0.39 | 0.35 | 0.02 | 0.02 |  |
| mspaint.exe | 136,463 | 0.06 | 0.20 | 0.44 | 0.40 | 0.03 | 0.02 |  |
| cmd.exe | 152,028 | 0.07 | 0.25 | 0.55 | 0.50 | 0.05 | 0.03 |  |
| d3dim.dll | 193,189 | 0.08 | 0.28 | 0.55 | 0.52 | 0.05 | 0.04 |  |
| clbcatq.dll | 403,901 | 0.08 | 0.32 | 0.67 | 0.60 | 0.05 | 0.05 |  |

Table 8.7: Comparison of decryption time of ROBAST, RSA, TMAT, TPRT, SRAT and TSV

| Source File | File Size <br> (Bytes) | Decryption Time |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT | TSV |
| license.txt | 17,632 | 0.01 | 0.15 | 0.11 | 0.10 | 0.00 | 0.00 |
| cs405(ei).doc | 25,422 | 0.02 | 0.71 | 0.00 | 0.00 | 0.01 | 0.00 |
| acread9.txt | 35,121 | 0.03 | 1.15 | 0.13 | 0.10 | 0.01 | 0.01 |
| deutsch.txt | 47,829 | 0.03 | 1.36 | 0.15 | 0.11 | 0.01 | 0.01 |
| genesis.txt | 49,600 | 0.04 | 1.61 | 0.25 | 0.20 | 0.02 | 0.02 |
| pod.exe | 69,981 | 0.04 | 1.86 | 0.39 | 0.35 | 0.02 | 0.02 |
| mspaint.exe | 136,463 | 0.05 | 2.71 | 0.48 | 0.40 | 0.02 | 0.03 |
| cmd.exe | 152,028 | 0.06 | 3.34 | 0.52 | 0.42 | 0.05 | 0.03 |
| d3dim.dll | 193,189 | 0.07 | 3.73 | 0.60 | 0.50 | 0.05 | 0.04 |
| clbcatq.dll | 403,901 | 0.08 | 4.25 | 0.65 | 0.55 | 0.05 | 0.05 |



Files -->
Figure 8.27: Pictorial representation of encryption time against file size


Figure 8.28: Pictorial representation of decryption time against file size

Table 8.6 and table 8.7 illustrate the encryption time and decryption time of the proposed techniques with RSA. This section compares the time complexity of the TSV with that of RSA by taking the encryption and decryption times into consideration. The graphical analysis of the encryption and decryption time of the Triple SV and RSA has been depicted in Figure 8.27 and figure 8.28 respectively. The time complexity of the proposed technique is well comparable to RSA. It is also observed that the time complexity of the proposed technique, TSV, is quite less than the previously proposed techniques, ROBAST, TMAT, TPRT and Shuffle-RAT. Thus TSV gives optimal solution in respect to time complexity analysis taking account both encryption time and decryption time.

### 8.6.5 The Avalanche Ratio Test

Avalanche Effect refers to a desirable property of any cryptographic algorithm where, if an input is changed slightly (for example, flipping a single bit) the output changes significantly (e.g., more than half the output bits flip).

Table 8.8: Comparison of avalanche ratio of ROBAST, RSA, TPRT, TMAT, SRAT and TSV

| Source File | File <br> Size <br> (Bytes) | Avalanche <br> Ratio of <br> ROBAST <br> encrypted <br> files (in <br> $\%$ ) | Avalanchested <br> Ratio of <br> RSA <br> encrypted <br> files (in <br> $\%$ ) | Avalanche <br> Ratio of <br> TPRT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TMAT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> SRAT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TSV <br> encrypted <br> file (in \%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| license.txt | 17,632 | 71.90 | 58.0 | 77.7 | 80.8 | 91.5 | 99.9 |
| cs405(ei).doc | 25,422 | 99.69 | 60.0 | 80.0 | 85.5 | 90.5 | 99.8 |
| acread9.txt | 35,121 | 99.93 | 75.0 | 88.8 | 90.0 | 98.0 | 99.9 |
| deutsch.txt | 47,829 | 99.96 | 78.9 | 89.0 | 91.5 | 99.5 | 99.7 |
| genesis.txt | 49,600 | 97.72 | 80.9 | 87.0 | 94.7 | 99.9 | 99.6 |
| pod.exe | 69,981 | 77.00 | 58.0 | 77.0 | 80.0 | 99.9 | 99.8 |
| mspaint.exe | 136,463 | 98.22 | 58.9 | 76.0 | 80.0 | 98.0 | 99.9 |
| cmd.exe | 152,028 | 99.97 | 67.0 | 77.0 | 80.0 | 97.0 | 99.8 |
| d3dim.dll | 193,189 | 99.98 | 67.9 | 82.9 | 85.0 | 97.5 | 99.7 |
| clbcatq.dll | 403,901 | 75.55 | 68.0 | 88.5 | 90.5 | 99.0 | 99.9 |

Table 8.8 compares the avalanche effect ratio for TSV, RSA and previous proposed techniques/algorithm and which are obtained after calculating the respective Avalanche Effect by making a change of a few (approx 3) characters in each file. It is observed that the proposed technique is showing an average avalanche ratio percentage of $99.7 \%$ which is way higher than that obtained using RSA. High avalanche ratio ensures higher security from brute force attack. It is also observed that this avalanche ratio test of TSV is better than ShuffleRAT, TPRT, TMAT and ROBAST.

### 8.7 Discussions

The cryptographic technique, Triple SV is a symmetric block cipher using a 256 -bit block and 112-bit key. From the above discussions it can be inferred that Triple SV is potentially a promising algorithm which can find its efficient implementation in different fields. Triple SV has a way better Avalanche Effect than any of the other existing algorithms and hence can be incorporated in the process of encryption of any plaintext. The high avalanche ratio and a key size of 112 bits ensure sound security from brute force attacks. The implementation in CBC mode ensures low predictability and tougher cryptanalysis. Even the time complexity of the proposed algorithm is considerably viable and even better than RSA at many instances. The proposed model(s) and conclusion(s) of this thesis is given in next part of this thesis.

Chapter 9
Modified Forward Backward Overlapped Modulo Arithmetic Technique (MFBOMAT)

### 9.1 Introduction

In this chapter, a new Cryptosystem based on block cipher has been proposed where the encryption is done through Modified Forward Backward Overlapped Modulo Arithmetic Technique (MFBOMAT). The original message is considered as a stream of bits, which is then divided into a number of blocks, each containing $n$ bits, where $n$ is any one of $2,4,8,16$, $32,64,128,256$. The first and last blocks are then added where the modulus of addition is $2^{n}$. The result replaces the last block (say Nth block), first block remaining unchanged (Forward mode). In the next attempt the second and the Nth block (the changed block) are added and the result replaces the second block (Backward mode).Again the second (the changed block) and the ( $\mathrm{N}-1$ )th block are added and the result replaces the ( $\mathrm{N}-1$ )th block (Forward mode).The modulo addition has been implemented in a very simple manner where the carry out of the MSB is discarded to get the result. The technique is applied in a cascaded manner by varying the block size from 2 to 256 . The whole technique has been implemented by using a modulo subtraction technique for decryption.

In the proposed scheme the source file is taken as input as streams of binary bits. For its implementation the stream size to be 512 bits have been taken though the scheme may be implemented for larger stream sizes also. The input stream, $S$, is first broken into a number of blocks, each containing $n$ bits ( $n=2 k, k=1,2,3, \ldots \ldots ., 8$ ) so that $S=B 1 B 2 B 3 . \ldots . . . . B m$ where $\mathrm{m}=512 / \mathrm{n}$. Starting from the MSB, the blocks are paired as (B1,Bm), (B2,Bm), (B2,Bm-1),(B3,Bm-1) and so on. So there is a common member in any two non-adjacent block-pairs, i.e. the block-pairs are overlapping and hence the name given to the technique The FBOMAT operation is applied to each pair of blocks. The process is repeated, each time increasing the block size till $\mathrm{n}=256$. The proposed scheme has been implemented by using the reverse technique, i.e. modulo subtraction technique, for decryption.

Section 9.2 discussed the algorithm of MFBOMAT with a block level diagram, section 9.3 gives a detailed example of encryption and decryption process, section 9.4 discussed the implementation issues with key generation, section 9.5 gives a brief analysis, section 9.6 discussed the results obtained based on implementation and a brief discussions are given in section 9.7.

### 9.2 The Algorithm of MFBOMAT

After chapping the input stream into blocks of 2 bits each and pairing the blocks as explained in Section 1, the following operations are performed starting from the most significant side:

- Round 1: The whole plaintext is divided into finite number of blocks of 2-bit block size. Then get a number of blocks B1, B2, B3, ....., Bn. B1 is modulo added to Bn and the result replaces the Bn , then Bn is modulo added to B 2 , result replacing the B 2 , then B 2 is modulo added to $\mathrm{Bn}-1$ and the result replaces the $\mathrm{Bn}-1$. Then $\mathrm{Bn}-1$ is modulo added to B3 and the result replaces the B3 and it continues in similar manner. In each pair of blocks, the first member of the pair is added to the second member where the modulus of addition is 2 n for block size n . Therefore for 2-bit blocks, the modulus of addition will be 4 . This round is repeated for a finite number of times and the number of iterations will form a part of the session key as discussed in section 9.4.
- Round 2: The same operation as in Round 1 is performed with block size 4. In the next round the block size of 8 -bits is taken and the same operation is repeated. In this fashion several rounds are completed till it reaches Round 8 where the block size is 256 and get the encrypted bit-stream. The operations of the non adjacent block-pairs increase the complexity of the algorithm resulting in the enhancement of security.
- During decryption, the reverse operation, i.e. modulo subtraction, is performed instead of modulo addition, starting from the blocks $\mathrm{B} n / 2$ and ((B n) $/ 2)+1$ and then $((\mathrm{B} \mathrm{n}) / 2)$ and $((\mathrm{B} \mathrm{n}) / 2)+2$ and then $((\mathrm{B} \mathrm{n}) / 2)-1$ and $((\mathrm{B} n) / 2)+2$.The process continues until all the remaining blocks are decrypted. Where the nth block is the last block of the 512-bits stream.


Figure 9.1: Block diagram of MFBOMAT

Figure 9.1 gives the block diagram of MFBOMAT, The whole plaintext is divided into finite number of blocks of 2-bit block size. Then get a number of blocks B1, B2, B3, ....., $\mathrm{Bn} . \mathrm{B} 1$ is modulo added to Bn and the result replaces the Bn , then Bn is modulo added to B 2 , result replacing the B 2 , then B 2 is modulo added to $\mathrm{Bn}-1$ and the result replaces the $\mathrm{Bn}-1$. Then $\mathrm{Bn}-1$ is modulo added to B 3 and the result replaces the B 3 and it continues in similar manner. In each pair of blocks, the first member of the pair is added to the second member where the modulus of addition is 2 n for block size n . Therefore for 2 -bit blocks, the modulus
of addition will be 4 . This round is repeated for a finite number of times and the number of iterations will form a part of the session key as discussed in section 9.4.

### 9.2.1 The Modulo Addition

An alternative method for modulo addition is proposed here to make the calculations simple. The need for computation of decimal equivalents of the blocks is avoided here since it will get large decimal integer values for large binary blocks. The method proposed here is just to discard the carry out of the MSB after the addition to get the result. For example, if add 1101 and 1001 and get 10110. In terms of decimal values, $13+9=22$. Since the modulus of addition is 16 (24) in this case, the result of addition should be 6 (22-16=6). Discarding the carry from 10110 is equivalent to subtracting 10000 (i.e. 16 in decimal). So the result will be 0110, which is equivalent to 6 in decimal. The same is applicable to any block size.

### 9.3 Example

Although the proposed scheme is applied to a 512-bit input stream, for the sake of brevity, consider a stream of 16 bits, say $S=1101001100011011$ each round is performed only once to make the process simple for understanding.

### 9.3.1 The Encryption

Round 1: Block size $=2$, number of blocks $=8$

The blocks are $\mathrm{B} 1=11, \mathrm{~B} 2=11, \mathrm{~B} 3=01, \mathrm{~B} 4=01, \mathrm{~B} 5=00, \mathrm{~B} 6=10, \mathrm{~B} 7=01$ and $B 8=10$.

The MFBOMAT is applied to these eight blocks

| Output |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 11 | 01 | 01 | 00 | 10 | 01 | 10 |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| (B4, B6) mod4, Change B4 <br> Input |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 11 | 11 | 01 | 01 | 00 | 10 | 01 | 10 |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| Output |  |  |  |  |  |  |  |
| 11 | 11 | 01 | 01 | 01 | 10 | 01 | 10 |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |

(B4, B5) mod4, Change B5
Round 2: Block size $=4$, number of blocks $=4$

(B2, B3) mod16, Change B3

Round 3: Block size $=8$, number of blocks $=2$

\section*{Input <br> | 11111010 | 00000101 |
| :---: | :---: |
| B1 | B2 | <br> Output <br> | 11111010 | 11111111 |
| :---: | :---: |
| B1 | B2 |}

(B1, B2) $\bmod 256$, Change B2

Since it has been considered only a 16 -bit stream cannot be proceed further. The output from Round 3, say $\mathrm{S}^{\prime}$, is the encrypted stream, i.e. $\mathrm{S}^{\prime}=.1111101011111111$.For decryption the opposite method i.e. modular subtraction is used to get back the original bit stream in S .

### 9.3.2 The Decryption

For decryption the opposite method i.e. modular subtraction is used to get back the original bit stream in S .

Round 1:Block size=8, number of blocks $=2$

Input

| 11111010 | 11111111 |
| :--- | :--- |
| B1 | B2 |

Output

| 11111010 | 00000101 |
| :--- | :--- |
| B1 | B2 |

(B1, B2) $\bmod 256$, Change B2
Round 2:Block size $=4$, number of blocks $=4$
Input

| 1111 | 1010 | 0000 | 0101 |
| :---: | ---: | :---: | :---: |
| B1 | B2 | B3 | B4 |

Output

| 1111 | 1010 | 0110 | 0101 |
| :--- | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 |

(B2, B3) mod16, Change B3
Input

| 1111 | 1010 | 0110 | 0101 |
| :---: | ---: | :---: | :---: |
| B1 | B2 | B3 | B4 |
| Output |  |  |  |
| 1111 | 0101 | 0110 | 0101 |
| B1 | B2 | B3 | B4 |

(B2, B4) mod16, Change B2
Input

| 1111 | 0101 | 0110 | 0101 |
| :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 |

Output

| 1111 | 0101 | 0110 | 0110 |
| :---: | ---: | :---: | :---: |
| B1 | B2 | B3 | B4 |

(B1, B4) mod4, Change B4

Round 3: Block size $=2$, number of blocks $=8$
Input

| 11 | 11 | 01 | 01 | 01 | 10 | 01 | 10 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B21 | B3 | B4 | B5 | B6 |  | B8 |  |
| Output |  |  |  |  |  |  |  |  |
| 11 | 11 | 01 | 01 | 00 | 10 | 01 | 10 |  |
| B1 | B2 | B3 | B4 |  |  |  |  | B8 |

(B4, B5) mod4, Change B5
Input

(B4, B6) mod4, Change B4
Input
Input

| 11 | 11 | 01 | 11 | 00 | 10 | 01 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |


| 11 | 11 | 01 | 11 | 00 | 01 | 01 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |

(B3, B6) mod4, Change B6
Input

| 11 | 11 | 01 | 11 | 00 | 01 | 01 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| Output |  |  |  |  |  |  |  |


| 11 | 11 | 00 | 11 | 00 | 01 | 01 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |

(B3, B7) mod4, Change B3
Input

| 11 | 11 | 00 | 11 | 00 | 01 | 01 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| Output |  |  |  |  |  |  |  |
| 11 | 11 | 00 | 11 | 00 | 01 | 10 | 10 |
| B1 | B2 | B3 | B4 |  |  |  |  |

(B2, B7) mod4, Change B7
Input

| 11 | 11 | 00 | 11 | 00 | 01 | 10 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| Output |  |  |  |  |  |  |  |


| 11 | 01 | 00 | 11 | 00 | 01 | 10 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |

(B2, B8) mod4, Change B2
Input

(B1, B8) mod4, Change B8
The decrypted bit stream: $\mathrm{S} "=1101001100011011 . \mathrm{So} \mathrm{S}=\mathrm{S"}$.

### 9.4 Implementation and Key Generation

The technique executes modulo addition between two blocks, the first iteration performs in forward basis and then backward operation is performed. Next, final permutation is done to get the final cipher text.

```
library std;
library ieee;
use ieee.std_logic_arith.all;
use work.pack.all;
use std.textio.all;
use ieee.std_logic_TEXTIO.all;
entity MFBOMAT_VHDL is
Port ( input_bits : in BIT_VECTOR (16 downto 1);
output_bits : out BIT_VECTOR (16 downto 1); key_bits : in
BIT_VECTOR (8 downto 1);
EN_DN : in BIT);
end MFBOMAT_VHDL;
architecture Behavioral of MFBOMAT_VHDL is
begin
process(EN_DN)
variable varin_bits,varout_bits: bit_vector(16 downto 1);
begin
if (EN_DN='1')then varin_bits:=input_bits;
AA: MFBOMAT_Encryption(varin_bits,key_bits,varout_bits);
output_bits<=varout_bits;
else
BB: MFBOMAT_Decryption(varin_bits,key_bits,varout_bits);
output_bits<=varout_bits;
end if;
end process;
end Behavioral;
```

Figure 9.2: MFBOMAT entity and its function


Figure 9.3: Top level RTL design of MFBOMAT

FPGA based implementation of the technique has been done in VHDL. In both implementation, the technique takes input from file as a source stream and encryption is performed. The cipher text generated is finally written in another file. The data blocks ( 8,16 , 32, 64, 128 and 256-bits) from the input file have been stored in array. Then encryption is performed and also stored in array. The reading and writing of data from and in file is based on 8-bit ASCII codes. XilinX ISE 8.1i software has been used for writing codes in VHDL.

Figure 9.2 gives the implementation of MFBOMAT entity and its function. The encryption/decryption entity input bit vector (16-bit), output bit vector (16-bit), key bit vector (8-bit) and EN_DN signal. If EN_DN = 1 then encryption is performed else decryption is performed. During encryption the input bit vector of 16-bits is the plaintext and output 16 -bit vector is the ciphertext where as EN_DN value is ' 1 '. During decryption the input bit vector of 16 -bits is the ciphertext and the output 16 -bit vector is the plaintext where as $\mathrm{EN} \_\mathrm{DN}$ value is ' 0 '. Figure 9.3 shows the top RTL diagram of MFBOMAT.

When EN_DN = 1, the 'MFBOMAT_Encryption' function is called with the parameters, 'varin_bits' which is the plaintext, 'varout_bits' which is the ciphertext, both of these are of 16 -bits and third parameter is the 'key_bits' which is the session key of the encryption of 8 -bits. When EN_DN $=0$, the 'MFBOMAT_Decryption' function is called with the parameters, 'varin_bits' which is the ciphertext, 'varout_bits' which is the plaintext, both of these are of 16 -bits and third parameter is the 'key_bits' which is the session key of the decryption of 8-bits. This code is written in VHDL using behavioral model of coding. The 'MFBOMAT_VHDL' entity in this coding has three ports, 'input_bits' of IN type of bit vector of 16-bits, 'output_bits' of OUT type of bit vector of 16-bits, 'key_bits' of IN type of bit vector of 16-bits and 'EN_DN' bit of IN type. 'Behavioral' is the architecture of the entity 'MFBOMAT_VHDL', this architecture contains a process which is called on the signal 'EN_DN' that is whenever there is a signal in 'EN_DN' this process is called. This process
contains two functions, 'MFBOMAT_Encryption' and 'MFBOMAT_Decryption'. These two functions are called according to the value of signal bit 'EN_DN' which is already discussed. The implementation here is both functional and files type. These means that the code can be implemented in Xilinix FPGA and the simulation takes the input from a text file and the output is written into another text file. There are various libraries are used, library 'std' and library 'ieee', it is important to note that library 'ieee.std_logic_TEXTIO.all' is used for the implementation of text file reading and writing. Figure 9.2 gives the main MFBOMAT entity coded in VHDL.

Section 9.4.1 deals with the key generation process, section 9.4.2 illustrates an example.

### 9.4.1 The Key Generation Process of MFBOMAT

In this section key generation process has been illustrated, the session key is 128-bits for generalized MFBOMAT implementation.

Table 9.1: Representation of number of iterations in each round by bits, the key generation for MFBOMAT

| Round | Block Size | Number of Iterations |  |
| :---: | :---: | :---: | :---: |
|  |  | Decimal | Binary |
| 8. | 256 | 50021 | 1100001101100101 |
| 7. | 128 | 49870 | 1100001011001110 |
| 6. | 64 | 48950 | 1011111100110110 |
| 5. | 32 | 44443 | 1010110110011011 |
| 4. | 16 | 46250 | 1011010010101010 |
| 3. | 8 | 4321 | 0001000011100001 |
| 2. | 4 | 690 | 0000001010110010 |
| 1. | 2 | 72 | 0000000001001000 |



Figure 9.4: Graphical representation of key generation of MFBOMAT

The key generation process depends on block size, iteration of each block and final permutation performed. Thus, in the proposed scheme, eight rounds have been considered, each for $2,4,8,16,32,64,128$, and 256 block size. As mentioned in each round is repeated for a finite number of times and the number of iterations will form a part of the encryptionkey. Although the key may be formed in many ways, for the sake of brevity it is proposed to represent the number of iterations in each round by a 16 -bit binary string. The binary strings are then concatenated to form a 128-bit key for a particular key. Table 9.1 gives the key generation process and the same is shown graphically in figure 9.4. For the block size of 2bits are considering 72 rounds, for block size of 4 -bits are considering 690 rounds and so on and finally for block size of 256-bits 50021rounds have been considered for encryption. Since the technique is symmetric block cipher so for decryption same number of rounds will be required. These numbers of rounds have been considered in binary value, for each block size the number of rounds is considered in 16-bits of binary value. So there is eight block sizes and their corresponding eight 16 -bits rounds, the key is formed by concatenating all the 16 -
bits binary values. Therefore, the size of the session key proposed here is $16 \times 8=128$-bits, which is now a day's considered the secure key length.

An example of key generation is illustrated in section 9.4.2. Section 9.4.3 describes the modulo addition used in MFBOMAT, which is an important operation in the technique and should be taken into account while forming the session key.

### 9.4.2 An Example of Key Generation

Consider a particular session where the source file is encrypted using iterations for block sizes $2,4,8,16,32,64,128$, and 256 bits, respectively. Table 9.1 shows the corresponding binary value for the number of iterations in each round. If consider the block size of 256 -bits then the binary value of round is ' 1100001101100101 ', for block size of 128 bit the binary value of round is ' 1100001011001110 ' and so on finally for block size of 2 -bits the binary value of round is ' 0000000001001000 '. These eight 16 -bits binary strings are concatenated together to form the 128 -bit binary string, which is given below.

- 110000110110010111000010110011101011111100110110101011011001101110110 10010101010000100001110000100000010101100100000000001001000


Figure 9.5: Session key generation of MFBOMAT

This 128-bit binary string will be the encryption-key for this particular session. During decryption, the same key is taken to iterate each round of modulo-subtraction for the specified number of times and reverse permutation. Figure 9.5 shows the top level RTL diagram of session key generation of MFBOMAT.

### 9.5 Analysis

Some of the analyses of this technique are as follows:-

- The algorithmic complexity of MFBOMAT is $\mathrm{O}\left(\mathrm{n}^{2}\right)$.
- This technique incorporates forward and backward mode of encryption.
- This technique incorporates two rounds, round 1 for forward mode of encryption and round 2 is for backward mode of encryption.
- Decryption is same as encryption where the round keys are provided in reverse order.
- The modulo addition is incorporated as a main functional block of the technique.
- 128-bit key is proposed for encryption and decryption using MFBOMAT.


### 9.6 Results and Simulations

This section will discuss some of the results of TSV and the various comparisons made with the proposed techniques and RSA. Section 9.6.1 discuss results of RTL/Hardware implementation, section 9.6.2 discuss the results of frequency distribution graph, section 9.6.3 discuss the results of Chi-Square test for non-homogeneity of source files and encrypted files, section 9.6.4 discuss the results of time complexity and section 9.6.5 discuss the results of avalanche ratio test.

### 9.6.1 RTL Simulation Based Result

In this section some of the results found on implementing of the proposed technique in VHDL have been given. The code has been simulated and synthesized in Xilinx 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 9.6: RTL diagram of RSA


Figure 9.7: Spartan 3E RTL diagram of TPRT


Figure 9.8: Spartan 3E RTL diagram of TMAT


Figure 9.9: Spartan 3E schematic of ROBAST


Figure 9.10: Spartan 3E RTL schematic of the main controller module of Shuffle-RAT


Figure 9.11: Spartan 3E RTL diagram of TSV


Figure 9.12: Spartan 3E RTL diagram of MFBOMAT

The design of MFBOMAT is done using VHDL and implemented in Xilinx Spartan3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5) FPGA using the ISE 8.1i design tool. Figure 9.6 shows the RTL of RSA, figure 9.7 shows the RTL of TPRT, figure 9.8 shows RTL of TMAT, figure 9.9 shows RTL of ROBAST, figure 9.10 shows RTL of SRAT, figure 9.11 shows the RTL diagram of TSV and figure 9.12 shows RTL diagram of MFBOMAT. Here 256 -bit implementation timing diagram is illustrated, plaintext is of 256 -bit and user encryption/decryption key is of 128 -bit, the output 256-bit ciphertext is got after 450 ns .

Table 9.2: HDL synthesis report (Netlist generation of RSA, TPRT, TMAT, ROBAST, SRAT, TSV and MFBOMAT)

| Sr | Netlist Components | Number |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. |  | RSA | TPRT | TMAT | ROBAST | SRAT | TSV | MFBOMAT |  |
| 1 | ROMs/RAMs | 430 | 10 | 14 | 25 | 28 | 12 | 09 |  |
| 2 | Adders/Subtractions | 3 | 0 | 2 | 20 | 28 | 0 | 15 |  |
| 3 | Registers | 420 | 20 | 30 | 50 | 641 | 10 | 10 |  |
| 4 | Latches | 80 | 0 | 0 | 10 | 80 | 0 | 0 |  |
| 5 | Multiplexers | 120 | 0 | 0 | 10 | 136 | 0 | 0 |  |

Table 9.2 illustrates the hardware implementation analysis of MFBOMAT and its comparisons with other techniques/algorithms, namely, RSA, TPRT, TMAT, ROBAST, SRAT and TSV. This technique uses 15 adder/subtractions and no latches and multiplexers. MFBOMAT uses 09 memory units (ROM/RAM) and 10 registers which are quite less than that of other techniques/algorithms. Observing the above table it is seen that RSA consumes maximum of resources, then comes ROBAT followed by SRAT. TPRT, TMAT and MFBOMAT consume the minimum resources.

Table 9.3 illustrates the entire timing summary obtained after HDL synthesis. The speed grade and maximum frequency is same as all the techniques/algorithms have been implemented in Xilinx Spartan-3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5).

Table 9.3: HDL synthesis report (Timing summary of RSA, TPRT, TMAT, ROBAST, SRAT and TSV)

|  | Timing | Values |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Constraint | RSA | TPRT | TMAT | ROBAST | SRAT | TSV | MFBOMAT |
| 1 | Speed <br> Grade | -5 | -5 | -5 | -5 | -5 | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 5.66 | 7.95 | 5.55 | 5.50 | 10.22 | 4.99 |
| 3 | Maximum <br> Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 |
| 4 | Minimum input arrival time before clock (ns) | 6.697 | 4.33 | 5.55 | 5.55 | 4.25 | 6.66 | 4.20 |
| 5 | Maximum output required time after clock (ns) | 4.31 | 3.33 | 4.25 | 4.44 | 3.33 | 5.55 | 3.30 |

MFBOMAT is obtained minimum period of 4.99 ns followed by RSA 9.89ns, TPRT 5.66 ns , TMAT 7.95 ns, ROBAST 5.55 ns, SRAT 5.50 ns and TSV 10.22 ns . MFBOMAT is also require minimum input arrival time before clock of 4.20 ns followed by RSA 6.70 ns , TPRT 4.33ns, TMAT 5.55 ns , ROBAST 5.55 ns , SRAT 4.25 ns and TSV 6.66 ns . MFBOMAT requires minimum value in maximum output required time after clock of 3.30 ns followed by RSA 4.31ns, TPRT 3.33ns, TMAT 4.25ns, ROBAST 4.44ns, SRAT 3.33ns and TSV 5.55ns. Thus it can be said that MFBOMAT is giving optimal result in terms of hardware implementation.

### 9.6.2 The Frequency Distribution Graph

The frequency distribution is the distribution of the all 256 ASCII characters present in the respective files. This is also a cryptographic parameter which measures the degree of cryptanalysis. The analysis has been given after the following figures showing the frequency distribution encrypted by all the proposed techniques.



Characters of RSA Encrypted File -->


Figure 9.13: Frequency distribution graph of source, RSA encrypted and TPRT encrypted files



Figure 9.14: Frequency distribution graph of TMAT and ROBAST encrypted files


Figure 9.15: Frequency distribution graph of SRAT encrypted files


Characters of TSV encrypted file -->
Figure 9.16: Frequency distribution graph of TSV encrypted files

#  <br> Characters of MFBOMAT Encrypted File ----> 

Figure 9.17: Frequency distribution graph of MFBOMAT encrypted files

The results shown are obtained after calculating the respective Frequency Distributions of the source file 'genesis.txt'. Figure 9.13 shows the frequency distribution graph of source file, RSA encrypted file and TPRT encrypted file. Figure 9.14 shows frequency distribution graph of TMAT encrypted file and ROBAST encrypted file. Figure 9.15 shows the frequency distribution graph of SRAT encrypted file, figure 9.16 shows frequency distribution graph of TSV encrypted file and figure 9.17 shows the frequency distribution graph of MFBOMAT encrypted files. It obvious that MFBOMAT is giving much better result than that of RSA.

### 9.6.3 The Non-Homogeneity Test

The extent of non-homogeneity between source file/plaintext and encrypted file/ciphertext is computed using Chi-Square value. In this context the observed frequency is the plaintext files and the expected frequency is the ciphertext files. Thus it gives the extent of non-homogeneity between plaintext files and ciphertext files.

Table 9.4: Comparison of Chi-Square values of ROBAST, RSA, TPRT, TMAT, SRAT, TSV and MFBOMAT

| Source File | File | Chi-Square Values |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Size <br> (Bytes) |  | ROBAST | RSA | TMAT | TPRT | SRAT | TSV |
|  |  |  |  | MFBOMAT |  |  |  |  |
| license.txt | 17,632 | 6472 | 5668 | 201530 | 191382 | 201960 | 210050 | 221045 |
| cs405(ei).doc | 25,422 | 4407 | 2654 | 286025 | 253470 | 305590 | 306000 | 317698 |
| acread9.txt | 35,121 | 560357 | 447984 | 440184 | 410735 | 451125 | 475590 | 476075 |
| deutsch.txt | 47,829 | 3307374 | 685963 | 555220 | 505121 | 558330 | 3567900 | 3882550 |
| genesis.txt | 49,600 | 2679799 | 3318506 | 659045 | 638592 | 683128 | 3580050 | 4001235 |
| pod.exe | 69,981 | 8495675 | 694410 | 905416 | 896405 | 937565 | 8590100 | 8955655 |
| mspaint.exe | 136,463 | 3131296 | 2667664 | 1297256 | 1203665 | 1308890 | 3595000 | 4125600 |
| cmd.exe | 152,028 | 9559993 | 2216429 | 1759014 | 1692655 | 2009956 | 9569921 | 9570030 |
| d3dim.dll | 193,189 | 3102369 | 906300 | 4630652 | 4250652 | 9900630 | 9910550 | 9928915 |
| clbcatq.dll | 403,901 | 2590855 | 3896171 | 4167801 | 3922143 | 4525650 | 5125590 | 6290590 |

Table 9.4 shows the Chi-Square values of all the techniques, the cummulative ChiSquare value of MFBOMAT is 47769393 , TSV is 44930751, SRAT is 20882824, TPRT is 13964820, TMAT is 14902143 , ROBAST is 33438597 and RSA is 14841749 . So, MFBOMAT generates the optimal result therefore MFBOMAT is the most heterogeneous technique.


Files -->
Figure 9.18: Pictorial representation of Chi-Square values against file size

Table 9.5: Comparison of degree of freedom of ROBAST, RSA, TPRT, TMAT, SRAT, TSV and MFBOMAT

| Source File | File <br> Size <br> (Bytes) | Degree of Freedom |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ROBAST | RSA | TMAT | TPRT | SRAT | TSV | MFBOMAT |
| license.txt | 17,632 | 253 | 253 | 255 | 255 | 253 | 255 | 255 |
| cs405(ei).doc | 25,422 | 253 | 253 | 255 | 255 | 254 | 255 | 255 |
| acread9.txt | 35,121 | 253 | 253 | 255 | 255 | 255 | 254 | 254 |
| deutsch.txt | 47,829 | 253 | 253 | 255 | 255 | 240 | 253 | 255 |
| genesis.txt | 49,600 | 253 | 253 | 255 | 255 | 255 | 255 | 255 |
| pod.exe | 69,981 | 253 | 253 | 255 | 255 | 255 | 255 | 253 |
| mspaint.exe | 136,463 | 254 | 254 | 255 | 255 | 255 | 254 | 255 |
| cmd.exe | 152,028 | 253 | 253 | 255 | 255 | 255 | 255 | 255 |
| d3dim.dll | 193,189 | 253 | 253 | 255 | 255 | 255 | 253 | 255 |
| clbcatq.dll | 403,901 | 253 | 253 | 255 | 255 | 255 | 255 | 255 |

Figure 9.18 gives the Chi-Square graph where it can be seen that MFBOMAT is giving the optimal result. Table 9.5 giving the degree of freedom values where MFBOMAT is giving almost 255 values.

### 9.6.4 The Time Complexity Analysis

In this section time complexity analysis has been taken and for this encryption time and decryption time has been taken for analysis.

Table 9.6 gives the encryption times of ten different files. The cumulative time of MFBOMAT is 0.15 seconds, TSV is 0.19 seconds, SRAT is 0.25 seconds, TPRT is 2.94 seconds, TMAT is 3.29 seconds, ROBAST is 0.43 seconds and RSA is 1.54 seconds. Therefore MFBOMAT is giving optimal result in terms of encryption time complexity analysis.

Table 9.6: Comparison of encryption time of ROBAST, RSA, TMAT, TPRT, SRAT, TSV and MFBOMAT

| Source File | File <br> Size <br> (Bytes) |  | Encryption Time |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RSA | TMAT | TPRT | SRAT | TSV | MFBOMAT |  |  |
| license.txt |  | 0.00 | 0.01 | 0.03 | 0.02 | 0.00 | 0.00 | 0.00 |  |
| cs405(ei).doc |  | 0.01 | 0.06 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 |  |
| acread9.txt |  | 0.02 | 0.07 | 0.13 | 0.10 | 0.01 | 0.01 | 0.01 |  |
| deutsch.txt |  | 0.03 | 0.11 | 0.25 | 0.20 | 0.01 | 0.01 | 0.01 |  |
| genesis.txt |  | 0.04 | 0.12 | 0.28 | 0.25 | 0.02 | 0.01 | 0.01 |  |
| pod.exe |  | 0.04 | 0.12 | 0.39 | 0.35 | 0.02 | 0.02 | 0.01 |  |
| mspaint.exe | 136,463 | 0.06 | 0.20 | 0.44 | 0.40 | 0.03 | 0.02 | 0.02 |  |
| cmd.exe | 152,028 | 0.07 | 0.25 | 0.55 | 0.50 | 0.05 | 0.03 | 0.02 |  |
| d3dim.dll | 193,189 | 0.08 | 0.28 | 0.55 | 0.52 | 0.05 | 0.04 | 0.03 |  |
| clbcatq.dll | 403,901 | 0.08 | 0.32 | 0.67 | 0.60 | 0.05 | 0.05 | 0.04 |  |



Files -->
Figure 9.19: Pictorial representation of encryption time against file size

Table 9.7: Comparison of decryption time of ROBAST, RSA, TMAT, TPRT, SRAT and TSV

| Source File | File | Decryption Time |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Size <br> (Bytes) | ROBAST | RSA | TMAT | TPRT | SRAT | TSV | MFBOMAT |  |
|  |  |  |  |  |  |  |  |  |  |
| license.txt | 17,632 | 0.01 | 0.15 | 0.11 | 0.10 | 0.00 | 0.00 | 0.00 |  |
| cs405(ei).doc | 25,422 | 0.02 | 0.71 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 |  |
| acread9.txt | 35,121 | 0.03 | 1.15 | 0.13 | 0.10 | 0.01 | 0.01 | 0.00 |  |
| deutsch.txt | 47,829 | 0.03 | 1.36 | 0.15 | 0.11 | 0.01 | 0.01 | 0.01 |  |
| genesis.txt | 49,600 | 0.04 | 1.61 | 0.25 | 0.20 | 0.02 | 0.02 | 0.01 |  |
| pod.exe | 69,981 | 0.04 | 1.86 | 0.39 | 0.35 | 0.02 | 0.02 | 0.01 |  |
| mspaint.exe | 136,463 | 0.05 | 2.71 | 0.48 | 0.40 | 0.02 | 0.03 | 0.02 |  |
| cmd.exe | 152,028 | 0.06 | 3.34 | 0.52 | 0.42 | 0.05 | 0.03 | 0.03 |  |
| d3dim.dll | 193,189 | 0.07 | 3.73 | 0.60 | 0.50 | 0.05 | 0.04 | 0.03 |  |
| clbcatq.dll | 403,901 | 0.08 | 4.25 | 0.65 | 0.55 | 0.05 | 0.05 | 0.04 |  |

Table 9.7 gives the decryption times of ten different files. The cumulative time of MFBOMAT is 0.15 seconds, TSV is 0.21 seconds, SRAT is 0.24 seconds, TPRT is 2.73 seconds, TMAT is 3.28 seconds, ROBAST is 0.43 seconds and RSA is 20.87 seconds. Therefore MFBOMAT is giving optimal result in terms of decryption time complexity analysis.


Files -->
Figure 9.20: Pictorial representation of decryption time against file size

Figure 9.19 and figure 9.20 gives the encryption time complexity graph and decryption time complexity graph respectively. Thus it is clear from the graph that MFBOMAT gives the optimal result in time complexity analysis.

### 9.6.5 The Avalanche Ratio Test

Avalanche Effect refers to a desirable property of any cryptographic algorithm where, if an input is changed slightly (for example, flipping a single bit) the output changes significantly (e.g., more than half the output bits flip).
Table 9.8: Comparison of avalanche ratio of ROBAST, RSA, TPRT, TMAT, SRAT and TSV

| Source File | File <br> Size <br> (Bytes) | Avalanche <br> Ratio of <br> ROBAST <br> encrypted <br> files (in <br> $\%$ ) | Avalanche <br> Ratio of <br> RSA <br> encrypted <br> files (in <br> \%) | Avalanche <br> Ratio of <br> TPRT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TMAT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> SRAT <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> TSV <br> encrypted <br> file (in \%) | Avalanche <br> ratio of <br> MFBOMAT <br> encrypted <br> file (in \%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| license.txt | 17,632 | 71.90 | 58.0 | 77.7 | 80.8 | 91.5 | 99.9 | 99.5 |
| cs405(ei).doc | 25,422 | 99.69 | 60.0 | 80.0 | 85.5 | 90.5 | 99.8 | 99.5 |
| acread9.txt | 35,121 | 99.93 | 75.0 | 88.8 | 90.0 | 98.0 | 99.9 | 99.5 |
| deutsch.txt | 47,829 | 99.96 | 78.9 | 89.0 | 91.5 | 99.5 | 99.7 | 98.0 |
| genesis.txt | 49,600 | 97.72 | 80.9 | 87.0 | 94.7 | 99.9 | 99.6 | 98.5 |
| pod.exe | 69,981 | 77.00 | 58.0 | 77.0 | 80.0 | 99.9 | 99.8 | 99.0 |
| mspaint.exe | 136,463 | 98.22 | 58.9 | 76.0 | 80.0 | 98.0 | 99.9 | 99.0 |
| cmd.exe | 152,028 | 99.97 | 67.0 | 77.0 | 80.0 | 97.0 | 99.8 | 98.5 |
| d3dim.dll | 193,189 | 99.98 | 67.9 | 82.9 | 85.0 | 97.5 | 99.7 | 99.0 |
| clbcatq.dll | 403,901 | 75.55 | 68.0 | 88.5 | 90.5 | 99.0 | 99.9 | 99.0 |

Table 9.8 compares the avalanche effect ratio for TSV, RSA and previous proposed techniques/algorithm and which are obtained after calculating the respective Avalanche Effect by making a change of a few (approx 3) characters in each file. It is observed that the proposed technique is showing an average avalanche ratio percentage of $99.7 \%$ which is way higher than that obtained using RSA. High avalanche ratio ensures higher security from brute force attack. It is also observed that this avalanche ratio test of TSV is better than ShuffleRAT, TPRT, TMAT, ROBAST and MFBOMAT. Therefore MFBOMAT is giving optimal result in avalanche ratio test but not better than TSV.

### 9.7 Discussions

The technique proposed takes little time to encode and decode though the block length is high. The encoded string will not generate any overhead bits. The block length may further increased beyond 256 bits, which may enhance the security. Selecting the block pairs in random order, rather than taking those in consecutive order may enhance security. The proposed scheme may be applicable to embedded systems.

Chapter 10
Proposed Models

### 10.1 Proposed Models

In this chapter two models have been proposed out of research carried out during the generic of study. Section 10.2 describes a proposed model derived from microprocessor based solutions and section 10.3 gives another proposed model derived from FPGA-Based solutions. Discussions on the proposed model are given in section 10.4.

### 10.2 The Proposed Model for Microprocessor-Based Solutions

Complete functionaries could be obtained through models and this chapter proposed models for the same. Figure 10.1 shows the proposed model for microprocessor-based solutions. In this model a 64-bit plaintext is encrypted to produce a 64-bit ciphertext, with a key of 128 -bit key size. In this model there are three parts, first one is the encryption process, second one is the decryption process and the third one is the key generation or sub-key generation or round-key generation process.


Figure 10.1: Proposed model for microprocessor-based solutions

64-bit plaintext is fed into Modified Recursive Modulo-2 ${ }^{\text {n }}$ and Key Rotation Technique (MRMKRT) block which gets the round-key/sub-key, K1, and this plaintext is encrypted by MRMKRT encryption. The output from this is divided into two blocks of 32-bit each, the left 32 -bit block and right 32 -bit block, then a 32 -bit swap is done, here the left 32 bit block becomes the right 32 -bit block and right 32 -bit block becomes the left 32 -bit block. After swapping two blocks are merged to form 64-bit block. This 64-bit block is then fed to Recursive Transposition Technique (RTT), which gets round-key/sub-key, K2; this 64-bit input is encrypted by RTT encryption. The output from this phase is again performed 32-bit swap. The 64-bit output from this final phase is the ciphertext. Let's now discuss the decryption process.

The 64-bit ciphertext produced above by the encryption process travels through unsecure channel and reaches the destination. The decryption process is just the reverse of the encryption process and the round-keys/sub-keys is applied in reverse order. At first a 32 -bit swap operation is performed, this means the 32 -bit left input block becomes right output block and the 32 -bit right input block becomes left output block. This 64 -bit block is fed to RTT decryption, round-key/sub-key, K2. Again the output from this phase is performed a similar 32-bit swap. Finally, this 64-bit block is fed to MRMKRT decryption with round-key/sub-key, K1, this produce back the original 64-bit plain text. Now discuss the key generation process.

In this proposed model 128-bit key size has been considered. First, 128-bit key is fed to first stage of key generation (Key Gen - I), this round-key/sub-key generation process which is already described in section 2.5 of chapter 2. First round-key/sub-key, K1 generated is passed to MRMKRT in both encryption process and decryption process. This 128-block key is performed a circular left shift of 1 - bit (LS - 1). The output from this phase is fed to second phase of key generation (Key Gen - II), this round-key/sub-key generation process which is already described in section 3.3 of chapter 3 . This phase generates a round-key/subkey, K2, which is fed to RTT encryption process and decryption process. This proposed model has been implemented both in 8085 microprocessor and C-programming language. Detailed analysis of results of the proposed model is given in section 10.2.1.

### 10.2.1 Results and Comparisons

The main emphasis is given on comparisons of the results with RSA. Section 10.2.1.1 gives implementation based results, section 10.2.1.2 gives frequency distribution graph,
section 10.2.1.3 gives non-homogeneity test, section 10.2.1.4 deals with time complexity analysis and avalanche ratio is given in section 10.2.1.5.

### 10.2.1.1 Implementation based result

In this section results obtained from implementation of the proposed model is compared with MRMKRT and RTT as there is no low level implementation is available of RSA.

Table 10.1: Implementation based results of MRMKRT, RTT and proposed model

| Characteristics $\downarrow$ Proposed Techniques $\rightarrow$ | MRMKRT | RTT | Proposed <br> Model |
| :--- | :---: | :---: | :---: |
| Block Cipher | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Fixed Length Block Cipher | $\sqrt{ }$ | - | - |
| Variable Length Block Cipher | - | $\sqrt{ }$ | $\sqrt{ }$ |
| Implementation in Bit-Level | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Implementation other than Bit-Stream | - | - | - |
| Private/Symmetric Key System | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Substitution Technique | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Transposition Technique | - | $\sqrt{ }$ | $\sqrt{ }$ |
| Boolean as Basic Operation | $\sqrt{ }$ | $\sqrt{ }$ | - |
| Non-Boolean as Basic Operation | $\sqrt{ }$ | - | - |
| No Alteration in Size | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Formation of Cycle | $\sqrt{ }$ | $\sqrt{ }$ | - |
| Non-formation of Cycle | - | - | $\sqrt{ }$ |
| Number of sub-programs used | 4 | 7 | 12 |
| Number of IO/M operations per block of <br> encryption/decryption | 9 | 5 | 15 |
| Number of Boolean operations used per block of <br> encryption/decryption | 1 | 1 | 1 |
| Number of Non Boolean operations used per block of <br> encryption/decryption | 5 | 0 | 5 |
| Calculated T-states per block of encryption/decryption | 760 | 544 | 1350 |

Table 10.1 gives the summary of implementation based results where this proposed model is compared with MRMKRT and RTT.


Figure 10.2: Graphical representation of implementation based results of the model, MRMKRT and RTT

Figure 10.2 shows the graphical representation of implementation based result. This proposed model is variable size block cipher, the implementation is bit level with private key stream, it also involve both permutation and substitution technique, this proposed model also have Boolean and non Boolean operations and there is no alteration of cycle and also cycle is not formed.

Number of subprogram is used is $12, \mathrm{IO} / \mathrm{M}$ operation is 15 , Boolean operation is 1 , non Boolean operation is 5 and calculated T-states is 1350 . Therefore with these results it can be said that the proposed model is successfully implemented in low level that in 8085 .

### 10.2.1.2 Frequency Distribution Graph

All 255 ASCII characters are taken for this test for both plaintext/source file and ciphertext/encrypted file. The frequency graph of source file, RSA encrypted file and proposed model encrypted file is taken for consideration. There are ten files taken for various result and analysis but only one file is taken for frequency distribution analysis and other nine files giving the similar result.


Figure 10.3: Frequency distribution of source file


Characters of the Encrypted File
Figure 10.4: The frequency distribution graph of RSA encrypted file


Figure 10.5: Graphical representation of frequency distribution of proposed model (encrypted file)

Figure 10.3 gives the frequency distribution graph of source file, figure 10.4 shows the same for RSA encrypted file and figure 10.5 shows the same for this proposed model encrypted file. Thus frequency distribution graph of this proposed model is well comparable with RSA.

### 10.2.1.3 Non-Homogeneity Test

Chi-square test is performed to find the non-homogeneity of the proposed model with RSA. Ten files of different file typed and different file sizes are taken for this test.

Table 10.2: Comparisons of Chi-Square values of RSA and proposed model

| Source File | File Size |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Bytes) | Chi-Square Value |  | Degree of Freedom |  |
|  |  | Proposed <br> model | RSA | Proposed <br> model | RSA |
| license.txt | 17,632 | 225000 | 40159 | 255 | 64 |
| cs405(ei).doc | 25,422 | 299125 | 199354 | 255 | 66 |
| acread9.txt | 35,121 | 460050 | 179524 | 255 | 73 |
| deutsch.txt | 47,829 | 588660 | 344470 | 255 | 77 |
| genesis.txt | 49,600 | 690010 | 416029 | 255 | 75 |
| pod.exe | 69,981 | 901556 | 751753 | 255 | 76 |
| mspaint.exe | 136,463 | 1550000 | 1204193 | 255 | 88 |
| cmd.exe | 152,028 | 1908000 | 585857 | 255 | 73 |
| d3dim.dll | 193,189 | 496590 | 328677 | 255 | 10 |
| clbcatq.dll | 403,901 | 3907125 | 328511 | 255 | 11 |

Table 10.2 shows the Chi-Square values of ten source files of RSA and the proposed model. It is clearly observed that the extent of non-homogeneity of the proposed model is quite higher than that of RSA. So, this proposed model is giving optimal solution in terms of non-homogeneity by using Chi-Square values.


Source File -->
Figure 10.6: Graphical representation of Chi-Square for RSA and proposed model

Figure 10.6 shows the result graphically, where it can be see that for all the ten source files the Chi-Square value of this proposed model is quite higher than that of RSA.

### 10.2.1.4 Time Complexity Analysis

Time complexity analysis is taken for encryption time and decryption time. This analysis is taken for all the ten source files.

Table 10.3 gives the tabulation for encryption time and decryption time of both RSA and proposed model. Figure 10.7 gives the graphical representation of encryption time and figure 10.8 gives the graphical representation of decryption time. The cumulative encryption time of this proposed model is 4.34 seconds and the cumulative encryption time of RSA is 4.35 seconds. The cumulative decryption time of the proposed model is 5.69 seconds and cumulative decryption time of RSA is 51.97 seconds. Therefore it can be said that the proposed model is giving much better result than that of RSA.

Table 10.3: Comparison of time complexity analysis of RSA and proposed model

| Source File | File Size <br> (Bytes) | Encryption time <br> (in Seconds) |  | Decryption time <br> (in seconds) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Proposed <br> Model | RSA | Proposed <br> model | RSA |
| license.txt | 17,632 | 0.02 | 0.01 | 0.15 | 0.28 |
| cs405(ei).doc | 25,422 | 0.02 | 0.03 | 0.15 | 0.30 |
| acread9.txt | 35,121 | 0.20 | 0.21 | 0.20 | 1.67 |
| deutsch.txt | 47,829 | 0.30 | 0.35 | 0.30 | 3.51 |
| genesis.txt | 49,600 | 0.40 | 0.40 | 0.55 | 5.06 |
| pod.exe | 69,981 | 0.80 | 0.39 | 0.45 | 4.34 |
| mspaint.exe | 136,463 | 0.70 | 0.65 | 0.80 | 8.37 |
| cmd.exe | 152,028 | 0.50 | 0.61 | 0.90 | 6.59 |
| d3dim.dll | 193,189 | 0.70 | 0.75 | 0.99 | 10.15 |
| clbcatq.dll | 403,901 | 0.70 | 0.95 | 1.20 | 11.70 |



Source File -->
Figure 10.7: Pictorial representation of encryption time


Source File -->
Figure 10.8: Graphical representation of decryption time

### 10.2.1.5 The Avalanche Ratio Test

The avalanche ratio test is the extent of which the ciphertext bits filliped when one or more bits of plaintext or key are flipped.

Table 10.4: Comparison of avalanche ratio of RSA and proposed model

| Source File | File Size (Bytes) | Avalanche Ratio(in Percentage) |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | Proposed model |
| license.txt | 17,632 | 58.0 | 88.8 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 |
| acread9.txt | 35,121 | 75.0 | 88.8 |
| deutsch.txt | 47,829 | 78.9 | 90.5 |
| genesis.txt | 49,600 | 80.9 | 95.5 |
| pod.exe | 69,981 | 58.0 | 90.0 |
| mspaint.exe | 136,463 | 58.9 | 96.5 |
| cmd.exe | 152,028 | 67.0 | 87.0 |
| d3dim.dll | 193,189 | 67.9 | 85.0 |
| clbcatq.dll | 403,901 | 68.0 | 95.5 |

Table 10.4 is giving the avalanche ratio test and here the proposed model is giving far better result than that of RSA.

### 10.3 The Proposed Model for FPGA-Based Solutions

An FPGA-based model has also been proposed here where, the complete functionaries of FPGA-based techniques is described here through another proposed model. Figure 10.9 shows the proposed model for FPGA-based solutions. In this model also a 64-bit plaintext is encrypted to produce a 64-bit ciphertext, with a key of 128 -bit key size. In this model there are three parts, first one is the encryption process, second one is the decryption process and the third one is the key generation or sub-key generation or round-key generation process. Let explain it one by one.

At first 64-bit plaintext is fed into Triangular Modulo Arithmetic Technique (TMAT) block which gets the round-key/sub-key, K1, and this plaintext is encrypted by TMAT encryption. The output from this is now performed a circular left shift of $1-$ bit (LS -1 ). After shifting operation this 64-bit block is then fed to Recursively Oriented Block Addition and Substitution Technique (ROBAST), which get round-key/sub-key, K2, this 64-bit input is encrypted by ROBAST encryption. The output from this phase is again performed circular left shift of 2 - bits (LS - 2).


Figure 10.9: Proposed model for FPGA-based solutions

After shifting operation the 64-bit block is fed to Shuffle-RAT (SRAT) phase, which get round-key/sub-key, K3, from the key generation process. This 64 -bit block is encrypted with SRAT. After this the 64 -bit block is now performed a circular left shift of 3 - bits (LS 3). The 64-bit output is now fed to Triple-SV (TSV) phase, which get round-key/sub-key, K4, from the key generation process. Now, finally the 64-bit block is Forward Backward Overlapped Modulo Arithmetic Technique (FBOMAT) encrypted to produce 64-bit ciphertext with a round key of K5. Let's now discuss the decryption process.

The 64-bit ciphertext produced above by the encryption process travels through unsecure channel and reaches the decryption process. Since the techniques were symmetric in nature so the proposed model is symmetric too. The decryption process is just the reverse of the encryption process and the round-keys/sub-keys is applied in reverse order. At first 64-bit ciphertext is decrypted through FBOMAT decryption with round key K5. Then 64-bit
ciphertext is TSV decrypted, with the round key/sub key, K4. This 64-bit block is now performed a circular right shift of 3 - bits ( $\mathrm{RS}-3$ ). The 64 -bit output from this phase is now fed to SRAT, with round-key/sub-key, K3, this is now SRAT decrypted. Then this 64-bit block is performed a circular right shift of 2 - bits $(R S-2)$. Now, this 64 -bit block is fed to ROBAST decryption, round-key/sub-key, K2. Again the output from this phase is performed a similar circular right shift of $1-$ bits ( $\mathrm{RS}-1$ ). Finally, this 64 -bit block is fed to TMAT decryption with round-key/sub-key, K1, this produce back the original 64-bit plain text. Now discuss the key generation process.

In this proposed model, the key is considered to be 128 -bit key size, which is now recommended. First, 128-bit key is fed to Two Pass Replacement Technique (TPRT), this whole 128-bit key is encrypted with one round of TPRT which takes system time as a key input. This phase produce the first round-key/sub-key, K1, which is passed to TMAT in both encryption process and decryption process. Now this 128 -block key is divided into two 64 -bit blocks and swap operation is done, this means the right input 64-bit becomes left output 64bit and left input 64-bit becomes right output 64-bit, finally the output blocks are merged to form 128-bit block. The output from this phase is fed to Key Gen - I, this round-key/sub-key generation process which is already described in section 4.4.1 of chapter 4. This phase generates a round-key/sub-key, K2, which is fed to ROBAST encryption process and decryption process. The 128 -bit output from this phase is again performed a 64-bit swap operation as discussed earlier. After the swapping operation, this 128 -bit block key is fed to Key Gen - II, already discussed in section 8.4.2 of chapter 8, to produce the third round-key/sub-key, K3, which is fed to both SRAT encryption process and SRAT decryption process. The 128 -bit output from the previous phase is again performed 64-bit swap operation described earlier. The next round-key/sub-key is produced by performing the Key Gen - III operation as already described in section 9.4 . 1 of chapter 9 , this round-key/sub-key, K4, is fed to both TSV encryption process and decryption process. Finally another 64-bit swap operation is performed and it forms the final round key, K5, which is fed to both FBOMAT encryption and decryption. Here one should note that all the round-keys/sub-keys is of 128bit key size. This proposed model has been implemented in both FPGA-based systems by VHDL and C-programming language. Section 10.3.1 gives the results to analyse this proposed model for its acceptance.

### 10.3.1 Results and Simulations

The main emphasis is given on comparisons with RSA. Section 10.3.1.1 gives RTL simulation based results, section 10.3.1.2 gives frequency distribution graph, section 10.3.1.3 gives non-homogeneity test, section 10.3.1.4 deals with time complexity analysis and section 10.3.1.5 chalk out the avalanche ratio test.

### 10.3.1.1 RTL Simulation Based Result

In this section gives some of the results found after implementing the proposed model in VHDL. This code has been simulated and synthesized in Xilinx 8.1i. The main objective is to find an efficient FPGA-based cryptographic technique for implementation in embedded systems.


Figure 10.10: RTL diagram of RSA


Figure 10.11: Spartan 3E RTL diagram of proposed model

The design of proposed model is done using VHDL and implemented in Xilinx Spartan-3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5) FPGA using the ISE 8.1i design tool. Figure 10.10 shows the RTL of RSA, figure 10.11 shows the RTL of proposed model.

Table 10.5: HDL synthesis report (Netlist generation of RSA and proposed model)

| Sr No. | Netlist Components | Number |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | Proposed model |
| 1 | ROMs/RAMs | 430 | 110 |
| 2 | Adders/Subtractions | 3 | 70 |
| 3 | Registers | 420 | 770 |
| 4 | Latches | 80 | 80 |
| 5 | Multiplexers | 120 | 120 |

Table 10.5 gives the HDL synthesis report, specifically net list generation of RSA and proposed model. Proposed model uses 110 ROMs/RAMs where as RSA uses 430 ROMs/RAMs, proposed model uses 70 adders/subtractions where RSA uses only 3 adder/subtractions, proposed model uses 770 registers where as RSA uses 420 registers, both proposed model and RSA uses 80 lathes and 120 multiplexers. Therefore this proposed model is well comparable with RSA.

Table 10.6 gives the HDL synthesis report specifically timing summary of RSA and proposed model. The minimum period of RSA is 9.895 ns and proposed model is 9.55 ns , minimum input arrival time before clock of RSA is 6.697 ns and proposed model is 6.55 ns and maximum output required time after clock of RSA is 4.31 ns and the proposed model is 4.30ns. This implementation has been made on speed grade of -5 and maximum frequency of 101.06 MHZ. Therefore it can be said that proposed model is giving much better result than that of RSA and this proposed model is well comparable with RSA.

### 10.3.1.2 The Frequency Distribution Graph

The frequency distribution is the distribution of the all 256 ASCII characters in the respective files. This is also a cryptographic parameter which measures the degree of cryptanalysis.

Table 10.6: HDL synthesis report (Timing summary of RSA and proposed model)

| Sr No. | Timing Constraint | Values |  |
| :---: | :---: | :---: | :---: |
|  |  | RSA | Proposed model |
| 1 | Speed Grade | -5 | -5 |
| 2 | Minimum period (ns) | 9.895 | 9.55 |
| 3 | Maximum Frequency (MHZ) | 101.06 | 101.06 |
| 4 | Minimum input arrival time before <br> clock (ns) | 6.697 | 6.55 |
| 5 | Maximum output required time after <br> clock (ns) | 4.31 | 4.30 |



Figure 10.12: Frequency distribution of source file


Characters of the Encrypted File
Figure 10.13: The frequency distribution graph of RSA encrypted file


Characters of proposed model encrypted file
Figure 10.14: The frequency distribution graph of proposed model

Figure 10.12 gives the frequency distribution graph of source file, figure 10.13 shows the same for RSA encrypted file and figure 10.14 shows the same for this proposed model encrypted file. Thus frequency distribution graph of this proposed model is well comparable with RSA.

### 10.3.1.3 The Non-Homogeneity Test

Chi-square test is performed to find the non-homogeneity of the proposed model with RSA. Ten files of different file typed and different file sizes are taken for this test.

Table 10.7: Chi-Square values of RSA and proposed model

| Source File | File | Chi-Square Values |  | Degree of freedom |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Size <br> (Bytes) | RSA | Proposed <br> model | RSA | Proposed model |
| license.txt | 17,632 | 5668 | 6005 | 64 | 253 |
| cs405(ei).doc | 25,422 | 2654 | 338690 | 66 | 254 |
| acread9.txt | 35,121 | 447984 | 475859 | 73 | 255 |
| deutsch.txt | 47,829 | 685963 | 3885550 | 77 | 255 |
| genesis.txt | 49,600 | 3318506 | 4112060 | 75 | 254 |
| pod.exe | 69,981 | 694410 | 8992436 | 76 | 255 |
| mspaint.exe | 136,463 | 2667664 | 4560124 | 88 | 255 |
| cmd.exe | 152,028 | 2216429 | 9956700 | 73 | 240 |
| d3dim.dll | 193,189 | 906300 | 9925690 | 10 | 255 |
| clbcatq.dll | 403,901 | 3896171 | 6556900 | 11 | 254 |



Figure 10.15: Graphical representation of Chi-Square value of RSA and proposed model

Table 10.7 shows the Chi-Square values of ten source files of RSA and the proposed model. It is clearly observed that the extent of non-homogeneity of the proposed model is quite higher than that of RSA. So, this proposed model is giving optimal solution in terms of non-homogeneity by using Chi-Square values.

Figure 10.15 shows the result graphically, from it is seen that that for all the ten source files the Chi-Square value of this proposed model is quite higher than that of RSA. The degree of freedom of this proposed model is also quite higher than that of RSA.

### 10.3.1.4 The Time Complexity Analysis

Another way to analyze any algorithm is to take the time complexity analysis. Here encryption time and decryption time have been taken into account.

Table 10.8: Encryption and decryption time of RSA and proposed model

| Source File | File | Encryption Time |  | Decryption Time |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Size <br> (Bytes) | RSA | Proposed <br> model | RSA | Proposed <br> model |
| license.txt | 17,632 | 0.01 | 0.06 | 0.28 | 0.15 |
| cs405(ei).doc | 25,422 | 0.06 | 0.06 | 0.30 | 0.25 |
| acread9.txt | 35,121 | 0.07 | 0.07 | 1.67 | 0.80 |
| deutsch.txt | 47,829 | 0.11 | 0.10 | 3.51 | 0.90 |
| genesis.txt | 49,600 | 0.12 | 0.10 | 5.06 | 2.30 |
| pod.exe | 69,981 | 0.12 | 0.10 | 4.34 | 3.50 |
| mspaint.exe | 136,463 | 0.20 | 0.20 | 8.37 | 4.50 |
| cmd.exe | 152,028 | 0.25 | 0.20 | 6.59 | 6.10 |
| d3dim.dll | 193,189 | 0.28 | 0.25 | 10.15 | 8.50 |
| clbcatq.dll | 403,901 | 0.32 | 0.35 | 11.70 | 10.50 |

Table 10.8 gives the tabulation for encryption time and decryption time of both RSA and proposed model. Figure 10.16 gives the graphical representation of encryption time and figure 10.17 gives the graphical representation of decryption time. The cumulative encryption time of this proposed model is 1.49 seconds and the cumulative encryption time of RSA is 1.54 seconds. The cumulative decryption time of the proposed model is 37.5 seconds and cumulative decryption time of RSA is 51.97 seconds. Therefore it can be said that the proposed model is giving much better result than that of RSA.


Files -->
Figure 10.16: Pictorial representation of encryption time of RSA and proposed model


Files -->
Figure 10.17: Pictorial representation of decryption time of RSA and proposed model

### 10.3.1.5 The Avalanche Ratio Test

The avalanche ratio test is the extent of which the ciphertext bits filliped when one or more bits of plaintext or key are flipped.

Table 10.9: The avalanche ratio of RSA and proposed model

| Source File | File Size <br> (Bytes) | Avalanche Ratio(in Percentage) |  |
| :---: | :---: | :---: | :---: |
|  | RSA | Proposed model |  |
| license.txt | 17,632 | 58.0 | 88.8 |
| cs405(ei).doc | 25,422 | 60.0 | 80.0 |
| acread9.txt | 35,121 | 75.0 | 88.8 |
| deutsch.txt | 47,829 | 78.9 | 90.5 |
| genesis.txt | 49,600 | 80.9 | 95.5 |
| pod.exe | 69,981 | 58.0 | 90.0 |
| mspaint.exe | 136,463 | 58.9 | 96.5 |
| cmd.exe | 152,028 | 67.0 | 87.0 |
| d3dim.dll | 193,189 | 67.9 | 85.0 |
| clbcatq.dll | 403,901 | 68.0 | 95.5 |

Table 10.9 is giving the avalanche ratio test and here the proposed model is giving far better result than that of RSA.

### 10.4 Discussions

In this chapter two proposed models have been discussed. In all the models 64 -bit plaintext is encrypted to get 64-bit ciphertext. The key size of all the models are 128 -bit. The 128-bit key ensure better cryptographic strength and 64-bit block length is also recommended for symmetric block cipher.

In microprocessor-based model two proposed techniques, MRMKRT and RTT, are incorporated. In this model three round keys are generated from 128 -bit input key. MRMKRT is found optimal for frequency distribution analysis and degree of freedom analysis, RTT is found optimal for Chi-square value (non-homogeneity) analysis and avalanche ratio. Thus, by implementing this proposed model, hope to get better cryptographic strength and algorithmic properties.

In FPGA-based model, TMAT, ROBAST, Shuffle-RAT, TSV have been incorporated for encryption/decryption process and FBOMAT is used in round key generation process. TMAT is found suitable for frequency distribution analysis, degree of freedom and hardware implementation based results, ROBAST is optimal for Chi-Square and degree of freedom analysis, Shuffle-RAT gives high confusion and diffusion and TSV is giving high avalanche effect. Thus, by implementing this proposed models. Better cryptographic strength and algorithmic properties may be achieved.

Thus, by implementing these proposed models better cryptographic strength and algorithmic properties may be achieved.

Chapter 11
Conclusions

### 11.1 Conclusive Discussions

In this thesis eight novel techniques are proposed. Modified Recursive Modulo-2 ${ }^{\mathrm{n}}$ and Key Rotation Technique (MRMKRT) and Recursive Transposition Technique (RTT) are microprocessor-based proposal and implemented techniques. Two Pass Replacement Technique (TPRT), Triangular Modulo Arithmetic Technique (TMAT), Recursively Oriented Block Addition and Substitution Technique (ROBAST), Shuffle-RAT (SRAT), Triple-SV (TSV / 3SV) and Forward Backward Overlapped Modulo Arithmetic Technique (FBOMAT) are FPGA-based proposal and implemented techniques. The conclusions on microprocessorbased techniques, FPGA-based techniques and all the eight proposed techniques are discussed in subsequent paragraphs. Section 11.2 illustrates the future works with concluding remarks.

Table 11.1 illustrates overall conclusion scenario for microprocessor-based solutions. In this table two proposed algorithms/techniques are compared along with the existing, renowned and industrially accepted RSA. The symbol " $\sqrt{ }$ " shows the optimal solution. Here also six properties are considered for the evaluation. The properties for evaluation are frequency distribution graph, Chi-Square values for non-homogeneity, degree of freedom, avalanche ratio, encryption time and decryption time.

If frequency distribution graph is considered and it is seen that the entire proposed algorithm generate optimal solutions, which means the frequencies are well distributed in ciphertext as compared to plaintext; here exception is the RSA, whose frequency is not well distributed. Now considering Chi-Square values, the proposed technique, RTT, obtained the higher and best result, thus the RTT encrypted ciphertext is most nonhomogeneous/heterogeneous among all the proposed techniques and also from RSA. If degree of freedom is considered almost all the proposed techniques are obtained the optimal solution except RSA.

Frequency distribution graph has a uniform distribution with higher degree of freedom. Now, taking avalanche ratio, the proposed technique, RTT, obtained the optimal solution. This means if a single bit/byte in plaintext and or key is changed then there is a large alteration in ciphertext. Now consider encryption time, the proposed technique, RTT, shows the best result, thus the time of encryption of RTT is least than other techniques and RSA.

Table 11.1: Characteristics of microprocessor-based solutions

| Techniques $\rightarrow$ | MRMKRT | RTT | RSA |
| :---: | :---: | :---: | :---: |
| Properties <br> $\downarrow$ |  |  |  |
| Frequency <br> Distribution Graph | $\sqrt{\|l\|}$ |  |  |
| Chi-Square Values | - | $\sqrt{ }$ | - |
| Degree of Freedom | $\sqrt{\|l\|}$ | $\sqrt{ }$ | - |
| Avalanche Ratio | - | $\sqrt{ }$ | - |
| Encryption Time | - | $\sqrt{ }$ | - |
| Decryption Time | - | $\sqrt{ }$ | - |

Now, considering decryption time, the proposed technique, RTT, gives the good solution, this means time of decryption of RTT is least than other proposed techniques and RSA.

Techniques are implemented in bit-level with private/symmetric key cryptography where as RSA is public key cryptography. MRMKRT is substitution cipher where as RTT is substitution and transposition technique and RSA is substitution cipher, RTT uses Boolean as basic operation and MRMKRT uses both modulo addition (non Boolean) and Boolean as a basic operation and RSA is non-Boolean operation.

The plaintext size and ciphertext size remains same for both proposed techniques where as for RSA the plaintext size and ciphertext size are not equal. MRMKRT and RTT forms cycle where the plaintext regenerates after some finite number of iteration depends on block size and number of iteration used during encryption and for RSA plaintext never regenerates. MRMKRT, RTT and RSA used 4, 7 and 10 sub-programs respectively. MRMKRT used 9 IO/M operations, RSA uses 50 IO/M operations and RTT used $5 \mathrm{IO} / \mathrm{M}$ operations per block encryption/decryption. MRMKRT and RTT used one Boolean operation per block of encryption/decryption but MRMKRT also used 5 non Boolean operations. RSA uses 50 Boolean operations and uses 10 non-Boolean operations per block of encryption/decryption.

Table 11.2: Comparisons of MRMKRT, RTT and RSA

| Characteristics $\downarrow \quad$ Proposed Techniques $\rightarrow$ | MRMKRT | RTT | RSA |
| :---: | :---: | :---: | :---: |
| Block Cipher | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Fixed Length Block Cipher | $\checkmark$ | - | $\checkmark$ |
| Variable Length Block Cipher | - | $\checkmark$ | - |
| Implementation in Bit-Level | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Implementation other than Bit-Stream | - | - | - |
| Private/Symmetric Key System | $\checkmark$ | $\checkmark$ | - |
| Substitution Technique | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Transposition Technique | - | $\checkmark$ | - |
| Boolean as Basic Operation | $\checkmark$ | $\checkmark$ | - |
| Non-Boolean as Basic Operation | $\checkmark$ | - | $\checkmark$ |
| No Alteration in Size | $\checkmark$ | $\checkmark$ | - |
| Formation of Cycle | $\checkmark$ | $\checkmark$ | - |
| Non-formation of Cycle | - | - | $\checkmark$ |
| Number of sub-programs used | 4 | 7 | 10 |
| Number of IO/M operations per block of encryption/decryption | 9 | 5 | 50 |
| Number of Boolean operations used per block of encryption/decryption | 1 | 1 | 50 |
| Number of Non Boolean operations used per block of encryption/decryption | 5 | 0 | 10 |
| Calculated T-states per block of encryption/decryption | 760 | 544 | 950 |

So, T-states calculated for MRMKRT, RTT and RSA are 760, 544 and 950 respectively. Thus it can be said that in microprocessor based implementation perspective RTT is the faster than MRMKRT and RSA in terms of execution speed per block of encryption/decryption.


Figure 11.1: Graphical representation of comparisons of MRMKRT, RTT and RSA

Thus RTT is giving the optimal solution in respect to microprocessor based implementation. Table 11.2 and figure 11.1 summarize these discussions.

Table 11.3 illustrates the overall conclusion scenario for FPGA based solutions. In this table the six proposed algorithms/techniques are compared along with the existing, renowned and industrially accepted RSA. The symbol " $\sqrt{ }$ " shows the optimal solution got against a property or the best solution. Here also seven properties are considered for the evaluation, in this chapter and also throughout the thesis. The proposed techniques are TPRT, TMAT, ROBAST, SRAT, TSV and FBOMAT. The properties taken are frequency distribution graph, Chi-Square values for non-homogeneity, degree of freedom, avalanche ratio, encryption time, decryption time and simulation based results.

Taking frequency distribution graph, it is seen that the all proposed algorithm obtain the optimal solution that means the frequencies are well distributed in ciphertext as compared to plaintext; here exception is the TSV and RSA, whose frequency is not well distributed. Now taking the Chi-Square values, the proposed, MFBOMAT, obtain the higher and best result, thus the MFBOMAT encrypted ciphertext is most non-homogeneous/heterogeneous among all the proposed technique and also from RSA. Now taking the degree of freedom, almost all the proposed techniques are obtained the optimal solution except TSV and RSA, so, this result is at par with the result of frequency distribution graph. Now consider avalanche ratio, the technique, ROBAST and TSV, obtained the optimal solution.

Table 11.3: Characteristics of FPGA-based solutions

| Techniques $\rightarrow$ | TPRT | TMAT | ROBAST | ShuffleRAT | TSV | RSA | MFBOMAT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| Frequency <br> Distribution <br> Graph | $\sqrt{ }$ | $\sqrt{ }$ | $\checkmark$ | $\sqrt{ }$ | - | - | $\sqrt{ }$ |
| Chi-Square Values | - | - | $\checkmark$ | - | - | - | $\sqrt{ }$ |
| Degree of <br> Freedom | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | - | - | $\sqrt{ }$ |
| Avalanche Ratio | - | - | $\sqrt{ }$ | - | $\checkmark$ | - | - |
| Encryption Time | - | $\checkmark$ | - | - | - | - | $\checkmark$ |
| Decryption Time | - | - | - | - | $\checkmark$ | - | $\sqrt{ }$ |
| Simulation <br> Based <br> Results | $\checkmark$ | - | - | - | - | - | $\checkmark$ |

As these two techniques are implemented as Cipher Block Chaining (CBC) mode, so, the result is also at par with the theory of cryptography. This means if a bit/byte in plaintext and or key is changed then there is a large change in ciphertext. Now taking encryption time, the proposed technique, MFBOMAT, shows the best result, thus the time of encryption of MFBOMAT is least than other techniques and RSA. In terms of decryption time, the proposed, MFBOMAT, gives the best solution. In terms of simulation based results, this property is based on results of RTL schematic, less number of Look-Up-Tables thus less area, less time slices, less timing simulation parameters, thus the proposed, MFBOMAT, gives the best solution in this respect, it is obvious because the MFBOMAT is the simplest technique than all the other proposed techniques.

Table 11.4: HDL synthesis report (Netlist generation of RSA, TPRT, TMAT, ROBAST, SRAT, TSV and MFBOMAT)

| Sr |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Netlist Components | Number |  |  |  |  |  |  |  |
|  |  | RSA | TPRT | TMAT | ROBAST | SRAT | TSV | MFBOMAT |  |
| 1 | ROMs/RAMs | 430 | 10 | 14 | 25 | 28 | 12 | 09 |  |
| 2 | Adders/Subtractions | 3 | 0 | 2 | 20 | 28 | 0 | 15 |  |
| 3 | Registers | 420 | 20 | 30 | 50 | 641 | 10 | 10 |  |
| 4 | Latches | 80 | 0 | 0 | 10 | 80 | 0 | 0 |  |
| 5 | Multiplexers | 120 | 0 | 0 | 10 | 136 | 0 | 0 |  |



Figure 11.2: Pictorial representation of HDL synthesis report of net-list generation

Table 11.4 illustrates the hardware implementation analysis of MFBOMAT, RSA, TPRT, TMAT, ROBAST, SRAT and TSV. RSA uses 430, TPRT uses 10 , TMAT uses 14 , ROBAST uses 25, SRAT uses 28, TSV uses 12 and MFBOMAT uses 9 numbers of ROMs/RAMs. RSA, TPRT, TMAT, ROBAST, SRAT, TSV and MFBOMAT uses 3, nil, 2, 20, 28, nil and 15 adders/substrations respectively. RSA uses 420, TPRT uses 20, TMAT uses 30, ROBAST uses 50, SRAT uses 641, TSV uses 10 and MFBOMAT uses 10 numbers of registers. RSA uses 80 , ROBAST uses 10 , SRAT uses 80 and others use nil number of latches. RSA uses 120, ROBAST uses 10, SRAT uses 136 and others use nil number of latches. Thus from these analysis we can conclude that MFBOMAT is giving optimal result
in terms of HDL synthesis of net list generation for FPGA-based implementation. Figure 11.2 gives the summarized result.

Table 11.5 illustrates the entire timing summary obtained after HDL synthesis. The speed grade and maximum frequency is same as all the techniques/algorithms have been implemented in Xilinx Spartan-3E XC3S100E-5VQ100 (package: VQ100, speed grade: -5).

Table 11.5: HDL synthesis report (Timing summary of RSA, TPRT, TMAT, ROBAST, SRAT and TSV)

| Sr <br> No. | Timing <br> Constraint | Values |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RSA | TPRT | TMAT | ROBAST | SRAT | TSV | MFBOMAT |  |
| Speed | -5 | -5 | -5 | -5 | -5 | -5 | -5 |  |
| Grade |  | Minimum <br> period (ns) | 9.895 | 5.66 | 7.95 | 5.55 | 5.50 | 10.22 |
| 3 | Maximum <br> Frequency <br> (MHZ) | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 | 101.06 |
| 4 | Minimum <br> input arrival <br> time before <br> clock (ns) | 6.697 | 4.33 | 5.55 | 5.55 | 4.25 | 6.66 | 4.20 |
| 5 | Maximum <br> output <br> required <br> time after <br> clock (ns) | 4.31 | 3.33 | 4.25 | 4.44 | 3.33 | 5.55 | 3.30 |

MFBOMAT is obtained minimum period of 4.99 ns followed by RSA 9.89ns, TPRT 5.66 ns , TMAT 7.95 ns , ROBAST 5.55 ns , SRAT 5.50ns and TSV 10.22ns. MFBOMAT is also require minimum input arrival time before clock of 4.20 ns followed by RSA 6.70 ns , TPRT 4.33ns, TMAT 5.55ns, ROBAST 5.55ns, SRAT 4.25ns and TSV 6.66ns.


Figure 11.3: Pictorial representation of HDL synthesis report of timing summary

MFBOMAT requires minimum value in maximum output required time after clock of 3.30 ns followed by RSA 4.31 ns , TPRT 3.33ns, TMAT 4.25 ns , ROBAST 4.44ns, SRAT 3.33ns and TSV 5.55ns. Thus from these analysis we can conclude that MFBOMAT is giving optimal result in terms of HDL synthesis of timing summary for FPGA-based implementation. Figure 11.3 gives the summarized result. Therefore from the discussions of HDL synthesis report of both netlist generation and timing summary it can be concluded that MFBOMAT is the optimal solution for FPGA-based implementation.

### 11.2 The Future Work

Authors have implemented eight techniques and compared with RSA. There are other existing algorithm exist such as TDES and AES. Author have also not carried out cryptanalysis of these techniques. The following are the main points where a further research may be carried out in future.

- Design and implementation of public key cryptography in FPGA and microprocessor based system.
- Design and implementation of Elliptic Curve Cryptography in microprocessor based and FPGA-based systems.
- Study on cryptanalysis like differential attack, linear attack, power analysis of crypto-hardware/crypto-processor, key boomerang attack, side channel attack, improved meet-in-the-middle attack etc.
- FPGA-based systems like implementation of fast, secure crypto solution for FPGA(s), FPGA-based TLC schemes, design of firewalls, gateways in FPGAbased systems, design of memory systems in FPGA(s) etc.

In this thesis eight novel techniques are proposed, two of them are realized in microprocessor-based systems and six of them are realized in FPGA-based systems. MRMKRT and TPRT gives better result in frequency distribution graph analysis and degree of freedom analysis than RSA. MFBOMAT gives better result in FPGA simulation based analysis and time complexity analysis than RSA. ROBAST gives better result in Chi-Square value analysis (non-homogeneity) than RSA. SRAT adds better confusion and diffusion cryptographic properties. TSV gives better avalanche ratio analysis than RSA.

Therefore, proposed models can be used in modern Information and Communication Technology (ICT) and Information Technology Enabled Services (ITES) for providing the primary goal of data/information confidentiality.
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[^0]:    Each participant in a secure commanication owns the pait of kevs, public key ' $p$ ' and. secret key 's' The kevs ' $p$ ' and 's' are mathematically dependent from each wher, il requiremen to the assmmettic algorithm locitg that, while 'p' can be computed easily ffom 's', chtaining 's from ' $p$ ' is computatinnally unfeasible This propery allows making ' f ' publicly known, while 's' must be kept secret by its ownen. This asyumerry of the keys aflows novel and wery interesting uses of cryptography

    In a secure communication using public-koy eryptography, the sender encrypts the message using the receivert public key Remember that this key is Entown 10 everyone The ancryped mossage is sent to the reoeking and which will decrypt the messape with lis private key. Onty the reosiver can decrypt the messinge because tho ane else has the private key Also, notice how the encryption algorition is the same at boit ends what is encypted with one key is decrypted with the ofther key using ibe same algonthm

    Public-key systemts have a ciear advautage over symmetric algotithms; there is no need to agree on a cammod key for both the sender and the receiver If sameone wants to receive an encriypted message, the sender only needs to know the receiver's pulalic key (whirh the receiver will provide mahlibhing the pullie key in no way compmonises the secure transmisston). As long as the receiver keeps the provate key sectel the one bat the receiver will be able to decrypr the messnges encrypred with the correspooding pulilic key This is duse to the fact titat, in public-key systems, it is relatively easy to compute the public key from the private key. but very lard to compute the private key from the public key (which is the one everyone knowsi In fact wime algonthins need several motiths (and even years) of constimt compuiation to obtain the private key fram the public key:

